
UNCLASSIFIED

AD NUMBER

LIMITATION CHANGES
TO:

FROM:

AUTHORITY

THIS PAGE IS UNCLASSIFIED

AD918275

Approved for public release; distribution is
unlimited.

Distribution authorized to U.S. Gov't. agencies
only; Test and Evaluation; MAY 1973. Other
requests shall be referred to U.S. Air Force
Weapons Lab., Attn: ELA, Kirtland AFB,
Albuquerque, NM.

AFWL ltr dtd 18 Apr 1975



;'« 

THIS REFORT HAS BEEN DELIMITED 

AND CLEARED FOR PUBLIC RELEASE 

UNDER DOD DIRECTIVE 5200,20 AND 

NO RESTRICTIONS ARE IMPOSED UPON 

ITS USE AND DISCLOSURE. 

DISTRIBUTION STATEMENT A 

APPROVED FOR »UBLlC RELEASE; 

DISTRIBUTION UNLIMITED, 

y 



i      \ 

^i 
>WL TJ-74-59 CJL 

D224-10022-1 

EM? 

1 c, 
I   ^ 

I 
I 
I 
I 
I 

ELECTRONIC ANALYSIS 

HANDBOOK 

MAY  1973 

Distribution limits to ü.S. Gov't. agencies only} 
Test raid Evaluation;        3 APR   r.;'  Other requests 
ft*  tiita document cmst IJS referred ts **•>-* 

äII-(VL»ü;J AFB, Wi. 67117 

UNDER CONTRACT:        F29601-72-C-0028 

BY:        THE BOEING COMPANY SEATTLE, WASHINGTON 

PREPARED FOR:        U S. AIR FORCE WEAPONS LABORATORY, KAFB 

m 



AFWL-TR-74-59 
D224 10022 1 

Atu/L  "111-   f¥-ff 
EMP 

ELECTRONIC ANALYSIS 

HANDBOOK 

MAY 1973 

PREPARED UNDER CONTRACT NO. F23601 72-C-0028 
PROJECT OFFICER CAPT. G. MICHAELIDIS 

WORK ORDER 2-18 

TASK OFFICER L. G. EICHWALD/D. I. LAWRY 

BY 

.H. £9&&fAfG  
SEATTLE. WASHINGTON 

AND 

BRADDOCK, DUNN AND McDONALD, INC. 

ALBUQUERQUE. N<EW MEXICO 

FOR 

U.S. AIR FORCE WEAPONS LABORATORY 
KIRTLAND AIR FORCE BASE 

ALBUQUERQ'c, NEW MEXICO 

JL. 



PREFACE 

The goal in preparing this handbook for EMP Electronic Analysis was 

to provide the circuit designer with techniques and models for use in 

assessing the degree of hardness of the circuits he is designing. New 

concepts and interpretation or  existing techniques are presented and 

will serve as a basis for defining the future effort required to provide 

a complete subsystem analysis capability. 

Section I gives a brief overview of the various facets of a Suscepti- 

bility Threshold Analysis. Section II discusses upset threshold analysis 

including response considerations, selection of analysis method, data, and 

examples. Secticu III analyzes the problem of circuit damage thresholds 

encompassing the same areas as Cection II. Section IV describes and illus- 

trates methods for determining caole source characteristics. The handbook 

also includes several appendices which present some analysis details, a 

semiconductor dawage data base and a discussion of the Driving Point Im- 

pedance (DPI) analysis method. 

The handbook was prepared by Aeronautical Systems EMP program person- 

nel of the Aerospace Group, The Boeing Company, P.O. Box 3999, Seattle, 

Washington 98124, and their subcontractor Braddock, Dunn and McDonald, Inc., 

First National Bank Building East, Albuquerque, New Mexico 87108. 

The Program Manager is J. J. Dicomes and the Technical Director is 

W. L. Curtis, The principal investigator for this work order is 

B. P. Gage. BDM efforts on this program are directed by J. J. Schwarz. 

Contributors to this volume are D. Durgin, B. Gage, C. Jenkins, R. Kelly, 

W. Pesch, G. Rimbert, J. Schwarz, and M. L. Vincent. The technical 

editors are B. Gage and D. Durgin. 
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SECTION I 

INTRODUCTION 

1.   BACKGROUND 

Modern strategic and command aircraft are required to survive the 

effects of nuclear detonations such that mission objectives are fulfilled. 

These effects include overpressure, thermal and X-ray fluence, particulate 

bombardment (neutrons, gamma, etc.), ionizing radiation, and '.' z nuclear 

electromagnetic pulse (EMP). 

EMP is an important adverse environment for two major reasons.  First, 

from an operational point of view, high-intensity electromagnetic fields 

may exist at very long ranges from the burst location. Considering anti- 

ballistic missile (ABM) deployment, high-intensity EMP may be expected 

throughout most of the timeline for typical strategic aircraft missions. 

This is in contrast to the other nuclear environments which diminish in 

intensity rapidly with respect to distance from the burst. The other 

significant feature of EMP is its complex interaction, first with the 

airframe and subsequently with the internal electronic subsystems. Briefly 

stated, the airframe acts as a large antenna in responding to the field 

of the EMP. Skin currents and charges are generated which in turn cause 

internal fields through apertures, gaps, discontinuities, and by pickup 

on exposed cables. These internal fields induce voltage transients into^.—-"""' 

interconnecting cabling which in turn gives rise to currents which affect 

the electronic equipment.  Since the phenomenological and coupling aspects 

of nuclear EMP generation, propagation, and interaction are described in 

considerable detail in numerous published sources (References 1-3), it is 

sufficient to say here that EMP can cause large voltage and current transients 

that result in anomalous responses in electronic systems. 
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The determination of the smallest EMP Induced signal amplitude of a 

given time history, that will produce a subsystem malfunction, Is called 

an EMP Susceptibility Threshold Analysis. EMP related subsystem malfunc- 

tions are broadly divided into two categories, namely upset and damage. 

The minimum signal level that will cause a permanent degradation in 

subsystem performance is defined as the Damage Threshold. Damage is 

basically a component level response in that the subsystem performance 

degradation can be directly related to the failure of one or more elec- 

tronic parts. 

The minimum signal level that can cause a transient or nonpermanent 

degradation of a subsystem's functional capabilities is defined as the 

Upset Threshold. Upset is basically a circuit and subsystem level response 

in that a spurious circuit operation must occur and must produce an 

unacceptable subsystem response before upset can be said to have occurred. 

The results of an EMP Susceptibility Threshold Analysis combined with 

the results of an EMP Coupling Analysis are used to perform a Vulnerability 

Assessment of a given subsystem. The objective of a general threshold 

analysis is to compute circuit upset or damage threshold independent of 

any specific driving function or source impedance. In actuality, the 

subsystem analyst has been given an EMP specification and the performance 

of a circuit threshold analysis and a vulnerability assessment are inseparable, 

Therefore, this handbook provides guidelines for performing both EMP 

Susceptibility Threshold Analysis and circuit level Vulnerability Assessment. 

It should be noted that a specific driving function and a source Impedance 

are not required to perform a  threshold analysis.  In this case, either 

the threshold voltage, current, or power is determined at the subsystem 

interface and can be used to compute generator voltage for any given source 

impedance. 
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The hardening of a subsystem refers to the reduction of its vulner- 

ability by either increasing its susceptibility thresholds or by reducing 

Its exposure to coupled energy or possibly both. Subsystem hardening is 

discussed in detail in Reference 4. 

2. SCOPE 

The purpose of"this handbook is to present general methodologies for, 

and specific examples of, the computation of damage and upset thresholds 

for typical electronic circuits. The methods presented use conventional 

circuit analysis techniques in combination with unique* component and 

circuit response modeling methods to achieve the prediction of upset and 

damage signal levels. 

Since electronic design engineers routinely use conventional circuit 

analysis methods such as Kirchoff's Laws, network theorems (superposition, 

Norton's and Thevenin's), breakpoint analysis and Driving Point Impedance 

(DPI) techniques, this handbook does not Include a tutorial coverage of 

this material. The emphasis Is placed on presenting available information 

regarding the abnormal circuit and device response characteristics 

associated with the large amplitude, high frequency transients associated 

with EMP. 

One section of this handbook is devoted to the description and appli- 

cation of a typical EMP subsystem specification. Methods for computing 

interface signals and related source impedances are presented. This 

information in combination with the threshold analysis techniques presented 

can be used to determine circuit vulnerability. 

3. SUSCEPTIBILITY ANALYSIS OVERVIEW 

a.   General 

The analysis of an electronic system's susceptibility to some 

mode of malfunction as a direct result of an EMP Induced transient, 
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requires the estimation or computation of the upset and/or damage thresh- 

old of each circuit found to have a significant effect on the system's 

performance. The identification of relevant circuits involves a detailed 

review of all circuits and the rejection of unimportant ones based on 

eithei the presence of acceptable protection or functional irrelevance. 

This screening procedure is quite straightforward although very time 

consuming and is summarized in Figrre 1-1. This procedure is applicable 

to any subsystem that must meet an EMP specification or, in the absence 

of such a specification, to any subsystem deemed critical to the successful 

completion of a system's mission in a nuclear environment. 

As part of evaluating the upset and damage thresholds of a subsystem, 

the analyst must become intimately familiar with its detailed configuration 

and operation. The use of this information differs for the upset and 

damage cases and is discussed in more detail below. 

b.   Damage Considerations 

Damage has been defined as an irreversible degradation of com- 

ponent functional capabilities. In theory, any electronic component is 

potentially susceptible to EMP caused damage. In fact, some component 

types are inherently hard to the levels of EMP transients likely to be 

experienced in aeronautical systems and some damageable components are 

protected by buffering networks made up of less sensitive components (e.g., 

series resistor or inductors, and shunt capacitors). Therefore, if a 

worst case transient amplitude and frequency distribution can be either 

estimated or legislated before initiating the damage threshold analysis, 

circuit rejection criteria can be established that will reduce the number 

of circuits which must be analyzed in detail. 

If \  system EMP specification has been defined (such as Figure 

1-2 which applies to the B-l aircraft) then the worst case can be determined 

and the circuit sorting can proceed using a "quick look" circuit analysis 
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procedure. Such a procedure is discussed in detail in References 5 and 6 

and consists basically of defining circuit configurations that are not 

damageable at specified worst case transient levels. 

If an £MP specification has not been defined for a given sub- 

system, then a worst case specification can be estimated based on known 

physical constraints such as cable or connector voltage breakdown and 

system or subsystem geometry. Depending on the location of the subsystem 

and its associated cabling, the range of worst case EMP signals is 

typically from 1 to 1000 amperes for a maximum voltage of perhaps 10 kV 

and pulse durations of less than 100 microseconds. Some rare circuits 

connected to efficient antennas may experience higher levels, but the given 

range can be considered an extreme worst case in most instances. The 

selection of a specific worst case specification in the range given 

necessitates considerable familiarity with the subsystem being analyzed. 

As shown in Figure 1-1, circuits that survive the screening pro- 

cedure are then analyzed in detail to determine their damage thresholds. 

Section III presents detailed methods and examples illustrating the compu- 

tation of circuit damage thresholds. 

c.   Upset Considerations 

Upset may be defined as a nonpermanent anomalous response 

which results in the degradation of system functional capabilities. Thus, 

an EMP event may cause a variety of transient responses in various sub- 

systems and circuits, but unless a degradation of system capability results, 

there is no upset. Given this definition, it can be seen that an Individual 

upset is not uniquely defined. Whether or not an EMP-induced signal 

produces an upset depends on both electrical parameters such as amplitude 

and duration, and operational parameters such as circuit or subsystem 

critical!ty and mission description. 

1-7 

• »•l.tj-.-i^—Jivj- - 



As shown in Figure 1-1, t$ jgfetecmination of upset thresholds 

requires first that the analyst be intimately familiar with the subsystem 

operation, and second, that he select circuits that, «hen perturbed, cause 

the subsystem to malfunction. Given a specific circuit, Section II 

presents detailed methods and examples illustrating circuit upset 

threshold computation. 

From the above discussion, it may be surmised that the definition 

of upset is concise and technically correct, but perhaps not particularly 

helpful in gaining an understanding of upset phenomena. This is a con- 

sistent problem in discussing upset. Any attempt to provide general guide- 

lines requires so many qualifications that the complexity precludes under- 

standing. The following discussion is intended to clarify the concept of 

transient unset. 

System upset can result from either the generation of erroneous 

data or the loss of valid data. In general, upset may result from the 

anomalous response of either analog or digital circuitry. However, in 

many cases the determination of whether an anomalous response actually 

constitutes an upset will depend on its timing relative to other system 

parameters (e.g., Is a clock pulse present? Are the data critical during 

this portion of the mission?). In these cases, the probability of upset 

increases with the duration of the anomalous response. Thus, the proba- 

bility of upset increases as a circuit's ability to "remember" transients 

increases. Digital circuitry inherently provides a greater memory capa- 

bility than analog circuitry. Thus, digital circuitry receives more 

emphasis in discussions of upset. However, in certain cases, especially 

if latch-up or saturation occurs, analog circuits can exhibit a memory of 

considerable duration. At any rate, it should be recalled that memory is 

not always necessary to produce upset, It merely increases the probability. 

Figure 1-3 presents three examples of anomalous circuit responses that 
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could produce upset, given an appropriate operational situation. These 

examples are provided to gain a practical insight into upset mechanisms. 

Figure I-3a illustrates a flip-flop circuit which changes state 

due to at« EMP transient on a trigger input. This is perhaps the classical 

upset example. Erroneous data have been generated. Unless the flip-flop 

is reset, it will remain in the changed state permanently. If the data 

which the fltp-flop state represents are critical, the system functional 

capability will be degraded and upset will have occurred. On the other 

hand, if the flip-flop is reset before the data are needed (i.e., become 

critical), the system will not be degraded and upset has not occurred. 

Figure I- 3b shows a NAND gate changing its output logic level 

temporarily due to an EMP transient on the power supply input. If the 

system is configured to recognize this temporary logic shift as data, then 

upset may occur. If the system does not recognize the logic shift a' data 

(e.g., if the system responds too slowly), then upset does not occur. 

Figure I-3c shows an amplifier being driven into saturation by 

an EMP transient superimposed on its signal input. Here, the data channel 

is interrupted and all valid data are lost as long as the amplifier remains 

in saturation. If critical data are lost, then the system capability is 

degraded and upset has occurred. If no data were present, or if the outage 

time was insufficient to destroy any data, or if the data were not critical; 

then no degradation, and thus no upset has occurred. 

It should be noted that although these examples each postulate 

the appearance of transient at a specific input, the transients may appear 

at any combination of terminals. In some cases this "multiport" excitation 

may result in a lower upset threshold than that obtained for excitation of 

a single port. 

1-9 
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Figure 1-3. Example* of Anomalous Circuit Response 
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d.   Damage and Upset Commonalities 

The approach used to reduce the EMP susceptibility problem from 

the system level to the circuit level is in Itself quite involved and was 

summarized above to provide insight to the reader. This handbook does 

not deal further with this problem but rather presents detailed methods 

for determining circuit level damage and upset thresholds without regard 

to the rationale used in selecting a given circuit. 

Once a specific circuit is identified, the next step is to 

either theoretically or experimentally determine the upset or damage 

thresholds of its sensitive ports. The basic steps in determining either 

upset or damage thresholds are as follows: 

(1) Examine each circuit port for possible interest. 

(2) If circuit vulnerability is to be assessed, define 

the source configuration (Z , V ) applicable to 
s  oc 

the port being analyzed. 

(3) Select analysis method 

• Hand Analysis 

• Computer Analysis 

• Experimental Analysis 

(4) Obtain circuit component values and semiconductor 

device paramters. 

1-11 
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(5) Perform analysis. 

(6) Construct susceptibility matrix. 

The susceptibility matrix referred to in Item (6) above is a matrix 

relating threshold data to circuit, eubassembly, or subsystem injection 

points for use in selecting test monitor points or for evaluating harden- 

ing requirements. A detailed discussion of each step in the threshold 

analysis procedure is presented in Sections II and III for upset and 

damage respectively. 
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SECTION II 

UPSET THRESHOLD ANALYSIS 

1.   GENERAL 

The computation of the minimum signal level of specified time history 

that can cause a transient or nonpermanent degradation of a subsystem's 

functional capabilities, is called an Upset Threshold Analysis. An Upset 

Threshold Analysis is performed at the circuit level, after the circuits 

selected for analysis have been identified by a functional analysis, based 

on their criticality to the performance of subsystem functions. Since the 

concept of "Upset" is somewhat unique, the reader is encouraged to consider 

carefully the "Upset Considerations" portion of Section I. 

Given that a specific circuit has been identified as being contri- 

butory to an upset problem, the computation of upset thresholds will proceed 

as follows: 

(1) Obtain circuit data (i.e., component values, active device 

parameters, etc.) and analyze the circuit to determine the 

applicable operating mode (e.g., quiescent state). 

(2) Examine each circuit node for possible interest. 

(3) Select evaluation method: 

(a) Hand Analysis 

(b) Computer Analysis 

(c) Experimental Assessment 
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(4) Perform threshold analysis for selected nodes. 

(a) Compute dc upset threshold. 

(b) Compute and plot threshold voltage or current as 

a function of frequency. 

(c) Enter data Into susceptibility matrix or computer 

data base. 

(d) If vulnerability is to be assessed, determine the 

applicable driving function and source impedance. 

Vulnerability is determined by comparing the actual 

driving function to the results of (b)• 

For the purposes of this handbook, only interface circuit ports will 

be considered. This simplification assumes the use of good packaging and 

grounding techniques so that inadvertent intracircuit coupling is precluded. 

Thus, the analyst can assume that the propagation of the EMP signal into 

the circuit occurs only at ports that are connected directly to external 

cables. On the other hand, a less than optimal packaging design may allow 

cross talk between the interface and Internal circuits In which case every 

circuit node must be analyzed and the problem is greatly magnified. While 

this handbook specifically addresses interface ports, the analysis techniques 

presented apply to any circuit node. 

2.  RESPONSE CONSIDERATIONS 

As stated previously, upset may result from the anomalous response of 

either analog or digital circuitry* However, experience has shown that 

transient effects on digital circuits and data is the most severe problem 

in that undesirable circuit disturbances occur at lower signal levels and 

a single logic level change can be transmitted throughout a logic system 

causing complex functional interactions. Furthermore, the technology 

involved (i.e., discrete component or integrated circuit) also Influences 
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the degree of the upset problem. Figure II-l Illustrates typical digital 

circuit upset threshold trends. The curves shown do not depict any parti- 

cular digital circuit configuration, but rather show the relative upset 

levels associated with typical ac and dc coupled discrete and Integrated 

.iigital circuits. Since most new systems use dc coupled, Integrated circuit 

digital devices extensively, the balance of this section, including one of 

the example problems, is oriented towards this class of components. 

Upset threshold analyses involve the use of conventional network and 

circuit analysis techniques, but present unique analytical problems for the 

following reasons: 

(1) Spurious signals can appear at any interface port; there- 

fore, circuits are excited in an abnormal manner. 

(2) The frequency spectrum associated with an EMP stimulus is 

very broad; therefore, circuit response to unusually high 

frequencies must be determined. 

The computation of upset thresholds for a given dc coupled digital 

circuit, therefore, Involves the determination of voltage threshold as a 

function of frequency for every circuit interface port or, as a minimum, 

the computation of "worst case" (i.e., minimum threshold voltage and 

associated frequency). As shown in Figure II-l, the lowest upset threshold 

is the dc level. If the specified EMP signal does not exceed this voltage 

at any frequency, then the circuit will not be upset. Since« the EMP signal 

amplitude is generally frequency dependent, the voltage threshold as a 

function of frequency should be determined. Therefore, there are two 

approaches to upset threshold analysis. First is  the conservative approach 

which assumes the dc threshold to apply regardless of EMP frequency. As 

shown In Figure II-l, this approach could result In severe hard«; tag 

penalties at high frequencies where the circuit upset threshold is actually 

much higher than the dc level. The second approach Is to determine, either 
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experimentally or theoretically, the actual threshold voltage as a function 

of frequency. An approximate technique for calculating this relationship 

Is presented below. 

Tests have shown that for typical high gain switching circuits 

(References 1 through 4} transieut upset is largely independent of the 

exact transient waveshape and depends only on the peak value of the 

transient ar-1 the time over which the transient exceeds the threshold. 

The high frequency knee of the curve shown in Figure 11-1 occurs at a 

frequency related to the propagation delay time of the given circuit. 

Since the exact waveform of the applied transient is not critical, one can 

assume a rectangular pulse for simplicity. Since a damped sine wave cable 

response is often encountered, a relationship is required to relate a sine 

wave frequency to an equivalent rectangular pulse. The following 

relationship was derived empirically and found to give reasonable results: 

where 

f = frequency of damped sinusoid 

t • duration of rectangular pulse. 

Based on the above information, the voltage threshold to cause circuit 

upset can now be evaluated as a function of t from an approximate energy 

relationship at the circuit node of interest: 

*-v 
where 

E • energy 

V * voltage 

R - input resistance 

t - pulse duration 
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The minimim upset energy (E ) is dependent on the propagation delay 
m 

time (t .) and the dc threshold voltage (V. ); therefore 

m R pd 

If one assumes that upset energy is constant, then the upset voltage 

for pulse durations shorter than t , may be determined as follows: 
pa 

V 2t - V. 2 t . 
u u   dc  pd 

u    dc\tu ; 

1/2 

where 

V = actual upset voltage 

t • actual pulse duration for t < t , 
u        r u   pd 

It should be emphasized that this is an approximate technique that 

neglects the frequency dependence and nonlinearity of circuit input 

impedance. This approach should be used only when the conservatism 

associated with the dc threshold level causes unacceptable hardening 

penalties. The results obtained using this method are compared with 

experimental threshold measurements on a flip-flop input port as part of the 

first example problem later in this section. Figure 11-2 shows the 

results of this comparison. Th* predicted high frequency thresholds are 

lower than the measured thresholds and are therefore conservative. 

As stated earlier, transient circuit upset may be caused by a signal 

coupled to any circuit node. Therefore, equal consideration must be given 

to normal input terminals, and any other circuit node exposed to transient 

injection. Since transients may be coupled to several circuit nodes 

simultaneously, the multiport response of each circuit must also be 
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considered» For a given EMP field environment, the transient coupled to a 

given circuit node depends on the type and length of cable associated with 

the circuit and on the applicable EMP specification. Section IV discusses 

the evaluation of these factors. Unless the frequency, phase, and ampli- 

tude of the transients coupled to each circuit node are known, multiport 

response can be considered on a worst case basis only. As will be seen in 

the sample analyses presented later, the multiport cases considered did not 

yield significantly lower upset thresholds. Multiport upset studies have 

been performed by a few investigators (References 3 and 5 )• and upset 

thresholds lower than for t*ie single port case have been reported in a few 

cases. 

Once the transient upset threshold of each critical circuit node has 

been determined separately, the multiport response of the circuit should 

be estimated by inspection in order to determine if a detailed analysis is 

warranted. 

3.  ANALYSIS METHOD SELECTION 

The three general approaches to upset threshold analysis are hand 

analysis, computer analysis, and experimental analysis. Each of these 

approaches has certain advantages and limitations which will be discussed 

below. 

Hand analysis refers to the solution of a circuit problem by using 

simple computational aids such as a slide rule or simple electronic calcu- 

lator. To determine a transient upset threshold using hand analysis requires 

the use of circuit analysis techniques such as Kirchoff's voltage and 

current laws, breakpoint techniques, and Driving Point Impedance Techniques 

(Appendix C). 
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The information required for hand analysis is the normal component 

values such as resistance, capacitance, inductance, and transistor or 

integrated circuit characteristics. In the case of semiconductors, the 

model used will depend on the circuit being analyzed. For an amplifier 

operating it its linear region, the hybrid pi or small signal h parameters 

can be used. For a digital or saturated switching circuit, large signal 

parameters such as turn-on time, turn-off time, and saturation voltages 

and logic truth tables are used. This information is normally available 

from manufacturer's data sheets. In the case of saturating digital cir- 

cuits, much information can be gained by a "quick-look" analysis using 

only the logic truth table and the logic levels of the gates of Interest. 

This method will be used later in one of the sample hand analyses. 

Computer analysis refers to the use of one of the available transient 

analysis computer codes (CIRCUS 2, NET-2, SCEPTRE, etc.) to solve a given 

circuit problem. The available computer codes vary in applicability from 

the very simple, capable of handling a several node problem, to the 

extremely complex with capability for kilonode problems. Since there are 

many user oriented circuit analysis computer codes available, the selection 

of a particular code is best made on the basis of availability and user 

familiarity. The sample computer-aided circuit problems presented in this 

handbook were performed using CIRCUS 2, NET-2, and SCEPTRE. 

Experimental assessment of a circuit's transient upset threshold refers 

to the direct injection of a signal at one or more ports and the measurement 

of signal level required to produce circuit upset. Given available labora- 

tory facilities and a well defined circuit problem, experimental determina- 

tion of transient upset levels can be an accurate and cost effective 

approach. 

The selection of a particular analysis method depends on the objective 

of the analysis and must take into account the following factors: 
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(1) Circuit complexity - This refers to the number of active 

and passive components, voltage sources, and current 

sources« 

(2) Problem complexity - This refers to the number of solutions 

required and the number of variables to be considered. 

Variations in problem complexity depend directly on the com- 

plexity of the EMP specification and therefore on the source 

configuration and driving function complexity. This factor 

is therefore related to the circuit vulnerability assessment. 

(3) Data required - This refers to the circuit component values 

and device characteristics that must be known to solve a 

given problem. The data required vary considerably depending 

on whether discrete or integrated circuits are being con- 

sidered and upon the particular analysis method being used. 

(4) Accuracy required - Since the objective of a transient upset 

analysis is to determine the relative upset thresholds of 

varying types of circuits, the precision of the upset voltage 

levels calculated is not too critical. 

(5) Economy - If one or more analytical techniques yield com- 

parable results, the time and cost of analysis should be 

considered. 

(6) Number of similar analyses to be performed - If several 

similar circuits are to be analyzed, the selection of an 

analysis technique should be made so that duplication of 

computation is minimized. 
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Figure II-3 is an analysis technique selection matrix that weights 

the three analysis techniques based on the six selection factors just 

described. Depending on the importance of each selection factor for a 

given problem, the three analysis methods are numbered lr 2, and 3 in order 

of preference; therefore, the lowest cumulative weighting indicates the pre- 

ferred method. An analysis technique can be selected accordingly. Separate 

matrices are presented for discrete component and integrated circuits. 

Figure I1-3 shows clearly that each analysis technique has its advantages 

and limitations. Considering all six analysis technique selection factors, 

the experimental method is found to have an overall advantage. The weight- 

ing of individual selection factors is admittedly subjective, but the con- 

clusion that experimental determination of upset thresholds is most practi- 

cal has been found to be valid in many instances. This conclusion is not 

intended to be general, and users of this analysis technique selection 

approach should evaluate the nature and objective of their particular upset 

problem and fill out the matrix accordingly. 

Hand analysis, computer aided analysis, and experimental assessment 

of transient circuit upset thresholds, properly utilized, will yield com- 

parable results. Sample problems presented later illustrate the equivalence 

of computational accuracy of the three methods and therefore show that 

accuracy is not a primary consideration for most problems. 

The experimental determination of a circuit1s upset characteristics 

is a reasonably straightforward procedure requiring only adequate labora- 

tory facilities and carefully prepared test plans. If the transient thresh- 

old characteristics of a large number of reasonably simple circuits are 

required, an experimental program may not be practical. In this event, hand 

analysis provides a fast and straightforward means for determination of dc 

upset characteristics. For the simple circuit case, computer-aided analysis 

may not be practical due to the time required to accumulate device parameters, 

to format the circuit, and to debug the input deck. Computer-aided analysis 

provides the best means for determining the transient upset thresholds of a 
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large number of similar circuits or of circuits containing or being driven 

by sources having reactive elements. The practicality of using one of the 

transient analysis circuit codes is very dependent on the size and 

accuracy of the semiconductor device library available. 

Whether hand analysis or computer-aided analysis is used to solve a 

given transient upset problem« verification <*x the results using experimen- 

tal techniques is often required. Given a firm guideline such as the B-l 

common mode cable current specification, simplifying assumptions, such as 

the use of dc thresholds, may be made that make the use of hand analysis 

techniques advisable in order to obtain usable results in a minimum amount 

of time. 

4.  DATA REQUIRED FOR UPSET ANALYSIS 

Theoretical transient circuit upset analysis is performed in iwo 

steps: first, the dc upset threshold of each selected circuit node is 

determined; second, the frequency dependence of each circuit node upset 

threshold is determined if the driving function frequency is a factor. Since 

the dc upset threshold represents the worst case for any port, the sample 

analyses presented in the next section emphasize the determination of this 

voltage level. An approximate method for determining the threshold at a 

specific frequency, given the dc upset level, was presented earlier for 

general reference and is demonstrated by the first example problem. 

Limiting analysis to the dc threshold case minimizes the data 

required in order to assess a given circuit. For hand analysis, the dc 

upset threshold for either integrated or discrete circuits can be deter- 

mined using passive component values and data directly from manufacturer's 

specifications. Detailed component data are not generally available for 

integrated circuits, thus, the logic circuit levels given by the manu- 

facturer, combined with the known switching characteristics of silicon 
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transistors, can be used to estimate the dc upset thresholds of various 

circuit nodes. Since most existing transient analysis codes use a speci- 

fic model for semiconductor devices (Ebers-Moll, charge control, etc.), 

more device data may be required to utilize a given computer code than is 

required for hand analysis. If considerable use of computer codes for the 

determination of circuit dc upset thresholds is planned, simplified piece- 

wise linear models should be developed in lieu of more complex models. Some 

of the device models available for use in upset analysis are discussed in 

Appendix A. The computer-aided analysis of integrated circuit dc upset 

thresholds is not presently practical because of the lack of circuit element 

data on most manufacturers' specifications. The development of simplified 

modeling techniques for integrated circuits (References 6 and 7) will 

greatly assist in studying IC upset, but at the present time, this approach 

is still unproven. The first circuit upset problem presented later in this 

section shows that hand analysis is reasonably straightforward for the IC 

case. 

By limiting upset analysis to the dc threshold case, the circuit and 

device parameters that contribute to circuit response or propagation delay 

time need not be known. The analysis problem is not trivial however, since 

the dc thresholds of all ports must be calculated for both positive and 

negative polarities. 

5.  UPSET ANALYSIS EXAMPLES 

a.  Hand Analysis 

The method used to determine the upset threshold of a given cir- 

cuit will, to a large extent, be determined by the information available 

on that circuit and on the complexity of the circuit. There is little 

circuit simplification that can be done for upset since the circuit is 

normally in the "power-on" condition and all components are interacting. 
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For logic or saturated switching circuits one can first establish a truth 

table for the circuit and examine this truth table for upset conditions. 

The next step is to examine the schematic diagram and to consider the 

effects of transients of either polarity on the susceptible ports.  (The 

dc upset levels are assumed to be the dc logic levels.) The frequency 

dependence is then determined using a relationship like the one derived 

earlier in this section. 

The following two examples have been chosen as representative of 

the types of analyses that are required to compute circuit upset thresholds. 

The first problem Involves an integrated circuit flip-flop consisting of 

cross-coupled TTL NAND gates. The analysis for this circuit is based on 

the truth table for the circuit and a "quick look" method involving only 

information available from the manufacturer's data sheet. 

The second analysis is a detailed analysis of a discrete component 

flip-flop. Many of the techniques that could not be applied to the inte- 

grated circuit case are used since component parameters were available for 

all semiconductors. The discrete flip-flop was also analyzed using SCEPTRE, 

NET-2, and CIRCUS 2, and the results of the computer-aided analysis are 

discussed later in this section. 

(1) Problem 1.  Integrated Circuit Flip-Flop 

As one example of using hand analysis methods to determine 

upset thresholds, consider an R-S flip-flop utilizing a pair of cross 

coupled, integrated circuit, 2-input NAND gates. To fully show the analysis 

methodology, it is assumed that a transient signal can appear on any line 

connected to the circuit. 

A schematic diagram of the flip-flop is shown in Figure 

II-Aa and a logic diagram of the flip-flop is shown in Figure 11-44». Also 
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(a)  Schematic Diagram 

(b)  Logic Diagram 

Figure II-4.  Integrated Circuit Flip-Flop 

11-16 

'-"''«-Mri-ift iHiiwiTi'» ir1! ii i I.IIMI   •rifinii •-•i'i u> ».Mini • ami mtumttiu^iMMJ^^^jmML^^MM^l 



I' 

shown in Figure II-4b are the logic states at each terminal for one of its 

two stable states. The inputs, A and B» are normally held at a logic "1" 

and require a negative going pulse (to logic "0") to trigger the circuit. 

The outputs of this circuit are C and D. Figure II-5a describes the normal 

operation of the flip-flop. The quiescent state shown in Figure II-4 

(A - "1" and D » "0" and B - "1") will be used in this analysis. Results 

for the other state can be obtained by interchanging A with B and C with D. 

A specification sheet for the type of TTL logic used in this 

analysis is shown in Figure II-5b. Detailed component data are generally 

not available for IC's. Using only the information from the data sheet, one 

can approximately determine the voltages at various points in the circuit. 

These voltages are shown on the schematic in Figure I1-4, 

The quiescent point analysis of the circuit shown in Figure 

II-4 is an approximation based on typical transistor performance character- 

istics. From the specification sheet, the logic "0" output voltage is 

0.26 volt. By looking at the schematic, this voltage would appear to be 

the V__,  . of the output transistor. Since these are silicon devices, 
CE sat 

VD_    can be assumed to be 0,7 volt. A typical value of logic "1" voltage 
at»  sat 

is listed as 3.5 volts. Using these values and the logic state shown in 

Figure 11-4, one can establish that inputs A and B, output C, and Q,2 

collector are at 3.5 volts. Output D and Q,. collector are at 0,26 volt. 

Since Q,. is saturated, the base voltage is 0.7 volt which indicates that 

Q„, is also in saturation. The voltage at the base of Q01 is therefore '21 21 
1.4 volts and the voltage at its collector is 0.96 volt. The oltage 

between the collector of Q«, and the emitter of Q~. (0.7 vol.) is insuf- 

ficient for saturation of both diode D>. and the emitter base Junction of 

Q-., therefore Q-. ii cut off. With Q2. and Q,. both saturated, the collec- 

tor-base junction of Q.. is forward biased. The voltage at the base of 

Q.. is therefore 2.1 volts and the emitter-base junctions are both reverse 

biased. 
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Input 
Pulsed 

t 
n 'n+A 

A B C D A B C 0 

A* 0 1 1 1 0 1 1 0 1 

B •* 0 1 1 1 0 1 1 1 0 

A -* 0 1 1 0 1 1 1 0 1 

B * 0 1 1 0 1 1 1 1 0 

NOTE: t - time before pulse application 

t.. • tine after end of pulse Otfl 

(a)    Flip-Flop Truth Table 

ABSOLUTE MAXIMUM RATINGS 

Military Industrial Unit 

Supply Voltage 8 7 Vdc. 

Operating Temperature -55* to +125* 0* tc +75- •c 
Storage Temperature -65* to +200* •65" to +200* •c 

ELECTRICAL CHARACTERISTICS AT 25# C Vcc -5V 

Input Characteristics Min. Typ. Max. Unit 

Logic 1 Voltage 1.7 5.5 Volts 

Logic 1 Current 100 Ui' 

Logic 0 Voltage 1.2 Volts 

Logic 0 Current 1.0 tnA 

Capacitance 2.0 pP 

Positive Noise Immunity 1.0 Volts 

Negative Noise Immunity 1.0 Volts 

Frequency 20 MHz 

Output Characteristics Min. Typ. Max. Unit 

Logic 1 Voltage 3.0 3.5 3.8 Volts 

Logic 0 Voltage 0.26 0.45 Volts 

Short Circuit Output Current 10 45.0 «A 

Propagation Delay Time/Gate 
(varies with element designed 
to be used up to 20 MHs) 10 20 ns 

(b)    NAND Gate Specifications 

Figure II-5. Integrated Circuit Flip-Flop Characteristics 
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Since one of the emitters of Q-2 is low, the emitter-base 

junction of Q-2 is forward biased and the voltage at the base of Q^ 
is 

0.96 volt. For Q,2 and Q22 to be saturated and the collector-base junction 

of Q 2 to be forward biased would require the voltage at the base of Q_ 
to 

be 2.1 volts. Because the voltage at the base of Q~~ Is much less than this, 

Q79 and Q,? are cut off. The voltage at the collector of Q2« is therefore 

approximately 4.9 volts. This is sufficient to forward bias the diode D~2 

and the emitter-base junction of Q~2. Q»2 is therefore on and the voltage 

at it8 base is 4.2 volts. 

Initially, the analysis will be for pulse widths much longer 

than the propagation delay of the circuit. This is approximately 40 ns or 

twice the maximum delay time of one gate. As discussed earlier, this will 

give the dc upset level for each circuit port. Upset thresholds for higher 

frequencies will be discussed later. 

Tabxe II-l is a summary of the possible upset modes for this 

circuit Including a comparison of predicted and measured dc threshold vol- 

tages. Each case is discussed below. 

Case 1 - Input A 

(a) A positive going signal on A will not change the state of D so 

no upset will occur. There is the possibility of damage to diode 

D~, or to the emitter-base junction of Q.. once their breakdown 

voltage is exceeded (~7 V). 

(b) A negative going signal on A will cause the circuit to change 

state. A signal that drives A to below its maximum logic "0" 

level (~ 1.2 V) will cause D to change to a logic "1" (normal 

NAND function), the change on D will cause C to change to a logic 

"0" (also a normal NAND function). The flip-flop has therefore 

upset, the upset threshold being the difference between the logic 

"1" and logic "0" levels (3.5 - 1.2) or approximately 2.3 volts. 
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TABLE II-l 

COMPARISON OF PREDICTED AND MEASURED UPSET 

LEVELS FOR INTEGRATED CIRCUIT FLIP-FLOP 

Upset 
Case 

Terminal 
Pulsed 

Pulse 
Polarity 

Upset Level 

Predicted 
(Volts) 

Measured 
(Volts) 

Ka) A + * * 

Kb) A 
— !     2.3 1.7 

2(a) B + 3.5 6.0 

2(b) B 
— 

* * 

3(a) C + * * 

3(b) C - 2.3 2.0 

4(a) D + 1.7 1.7 

4(b) D - * * 

5(a) 

5(b) 

V 
cc 

V 
cc 

+ 

5.0** 

5.5** 

5.5** 

6(a) God + 5.0** 7.0** 

6(b) Gnd       ! - * 5.0** 

NOTES:  *No Upset 
**Final State is the preferred state. 
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Case 2 - Input B 

(a) A positive going signal on B could cause an upset if the break- 

down voltage of the emitter-base junction of Q.« is exceeded 

(*-7 V). Once this voltage is exceeded, the voltage on the base 

of Q2_ would increase turning it and Q,2 
on« Output C would change 

to logic "0" which in turn will cause D to go to logic "1" and 

the circuit is upset. The transient signal required is the 

difference between the breakdown voltage of the emitter-base 

junction of Q12 and the normal logic "1" input voltage (7.0 - 

3.5) or approximately 3.5 volts. 

(b) A negative going signal on B will not cause upset. This signal 

will not cause an output change. There is a possibility of damage 

if B goes highly negative due to a large forward bias o=i D„2> 

Case 3 - Output C 

(a) This analysis is the same as Case 1 (a). 

(b) This analysis is the same as Case 1 (b). 

Case 4 - Output D 

(a) A positive going signal on D will cause the circuit to change 

state. A signal that drives D above the minimum logic "1" level 

(~1.7 volts) will cause C to go to logic "0" (normal NAND function). 

Since A is logic "1" and C is logic "0," D will be held at logic 

"1" and the flip-flop has been upset. The transient signal ampli- 

tude required is the minimum logic "1" level of 1.7 volts. 

(b) A negative going signal on D will not cause upset but may result 

in permanent damage to forward biased diode D_2. 
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Cases 5 (a) (b) and 6 (a) (b) - Power Supply and Ground Lines 

For this circuit, the results of a transient on the power supply and 

ground line are for the most part, indeterminate. Due to variations in 

component values, the circuit will normally have a preferred state. If 

the circuit is to upset, it will generally go to this state. A few general 

statements can be made about upset due to power supply and ground line 

transients. A negative going transient on the power supply line (~5 V) will 

cause the flip-flop to go to its preferred state. This is the same as 

turning off the supply voltage and then turning it on again. The same is 

true for a positive going transient on the ground line. 

The upset threshold voltages for this circuit are the voltages at the 

ports. Since these voltages are small and the currents involved are on the 

order of 10 ma or less, the magnitude of the source impedance will have little 

effect on generator voltage required for upset. 

An integrated circuit flip-flop of the type just described was tested 

to verify the predicted upset levels. A comparison of the predicted and 

measured values are shown in Table II-l. Upset occurred in all predicted 

cases. Upset also occurred when positive going pulses were injected on 

the power supply and ground lines. In both cases, the final flip-flop 

state was the preferred state. While these cases were not predicted, the 

upset is due to the negative voltage excursion that occurs at pulse termi- 

nation. This negative "overshoot" is due to circuit charge storage ten- 

dencies and gives effectively the same results as does a negative pulse. 

Upset can occur for pulse widths shorter than the propagation delay 

time of the flip-flop* However, as discussed earlier, as the pulse dura- 

tion becomes shorter, the pulse amplitude required for upset becomes larger. 

The expression derived in Section II.2 can be used to compute the upset 

threshold for any frequency (or pulse width) given the dc value. 
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A comparison of the predicted and measured upset thresholds for various 

frequencies was shown in Figure II-2 and is repeated here for reference 

only. The data given in this figure apply to input A, The expression used 

to compute the upset voltage at various frequencies is: 

V - V. u   dc fr) 

1/2 

where 

t , a 40 nsec 
Pd 

V. - 2.3 volts 
dc 

t • pulse duration 
u 

V * computed threshold voltage at t . 

As was indicated earlier, the estimate of the upset voltage for higher 

frequencies is only an approximation and the technique used has not been 

studied sufficiently to allow confidence in its general applicability. 

Since the worst case upset threshold is the dc value, the high frequency 

threshold approximation is not critical to a hardening effort. 

(2) Problem 2.  Discrete Transistor Flip-Flop 

The discrete transistor flip-flop (bistable multivibrator) 

shown in Figure II-6 was chosen for "upset" analysis by both hand and com- 

puter methods. Transistors Q. and Q6 comprise the basic flip-Hop stage 

and transistors Q^, and Q- act as output buffer stages. Negative input 

signals are applied to IF-01 and the 0F-01 terminals to "set" and "reset" 

the circuit, respectively. Diodes D. and D. cause the inputs normally to 

respond only to negative trigger signals. Diodes D, and DQ prevent the /     o 
bases of Q^ and Q, from going more positive than a single diode drop due 
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to currents through biasing resistors P. and R_,. Cross-coupling diodes 

D- and D, prevent the collector of the "off" transistor from going more 
D O 

negative than about -0.9 volts (represents base-emitter drop of 'on" 

transistor, = 0.3 V, plus silicon diode drop of ^0.6 V). The IL_ C. and 

the 1L  C2 networks reduce the speed of the circuit and cause the output 

buffer stages to be more immune to noise transients. The outputs F-01 and 

F-01 at the collectors of the buffer stages, Q, and Q7, are prevented from 

going more negative than -3 volts by the collector catching (limiting) 

diodes Da and D.. 3    4 

Only diodes D., D?, D-, and D, are silicon devices (indicated 

by S); all the remaining diodes and transistors are germanium devices. The 

nominal collector voltage of a saturated germanium transistor is assumed 

to be -0.1 volt, and the forward-biased base-emitter junction is assumed 

to be -0.3 volt. The forward drop across the silicon diodes is assumed so 

be +0.6 volt, whereas the forward drop across the germanium diodes is assumed 

to be +0.3 volt. Using these values of voltages across "on" and/or "satu- 

rated" diodes and transistors as a starting point, one proceeds through the 

circuit employing Kirchoff's and Ohm's Laws to find the approximate magni- 

tudes of all circuit currents and voltages. 

If we consider the flip-flop consisting of Q5, Q6» and 

associated circuitry to be in the "reset" condition with Q6 "on" and satu- 

rated (assuming positive potential logic), we know that the base potential 

of Q, should be -0.3 volt and its collector potential should be -0.1 volt. 

Under this reset condition, Q5 will be "cut off" and the buffer output 

stages Q, and Q7 will be in the "cutoff" and "on" states, respectively. 

Continuing, with only V BE6 -0.3 volt and V - =-0.I volt assumed known, 

the currents and. voltages throughout the remainder of the circuit are found 

by Kirchoff's and Ohm's Laws as follows: 
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10-V CE6 

^C6 *C6 

10+V„ 

12.06 ma 

0.995 ma 

V  ,       =10 B4 

l«B4    =    RB4+RL6 

0.0491V 

C6 
T - T =    11.065 ma 

RC6        RB4 

10 + v BE7 =    1.03 ma 
XB7 

VL5 

kB7 

VCE5  I VBE7     „     4>0ma 

RL5 

T _    1 - i =    2.97 ma LB7      "    V,       X VL5        "B7 

10 " VCE7 

RC7 RC7 

10+V BE6 
RB6 

10-V CE5 
RC5 RC5 

=    6.6 ma 

=    6.88 ma 

=    11.1 ma 

**   " \5'\* 
7.1 ma 

I =    I      - I0        -    0.22 ma 
B6 lD6        RB6 

10-V BE5    _ =    0.647 ma 
RB5 RB5 

10-V CE4    _ 
RC4 RC4 

=    4.47 mo 
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Thus, we have found the nominal voltage and current values 

expected in the circuit by assuming only the base and collector voltages 

of the saturated transistors and the diode drops across the forward-biased 

diodes. The terminal voltages and the state of the various transistors 

are: 

VB6= -°-3V- VB5=+0-3V 

Vc6= -0.1V VC5
=-°-9V 

SAT CUTOFF 

V
B4 

Ä +0-0491V Vß7 * -0.3V 

vc7 « -0.1V 

CUTOFF SAT 

Assuming that the breakpoint voltages of silicon diodes 

occur at 0.6 volt and zero current, the base-emitter breakpoint of the 

germanium transistors occurs at -0.3 volt and zero current, and the break- 

point of germanium diodes occurs at +0.3 volt and zero current, we may 

analyze the circuit for possible threshold triggering levels. Although 

these trigger levels are essentially dc levels, they will apply to this 

circuit for pulses of duration which are long compared to the propagation 

delay of the circuit. 

For triggering of the flip-flop to occur, a signal must 

appear on the IF-01 terminal which will carry the base of 0. from +0.3 V 

to -0.3 V or a total change at the input of -0.9 volt (if E. begins at 

zero, it must go negative to -0.6 V in order to carry VR- to zero; and 

then, it must go to -0,9 V to carry V  to -0.3 V; therefore, AE. = -0.9 
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volt. This indicates that the minimum threshold voltage to trigger or to 

"upset" is -0.9 volt). 

In order for the circuit to switch with a transient input 

on IF-01 which equals or exceeds the threshold of -0.9 V, the pulse dura- 

tion (T.) must exceed a given minimum value which is determined by the cir- 

cuit's pulse response.  In other words, the E input must trigger Qc "on" 

sufficiently long for Q, to come out of saturation and propagate a feedback 

signal through D-, which will ensure that Q_ will remain in the conducting 

state when the E. pulse terminates. An estimate of this minimum pulse 

duration can be made by utilizing transistor specification sheet data and 

circuit parameters given on the circuit diagram. 

An additional condition must be satisfied, of course, if 

switching is to be possible at all; that is, the "loop-gain," when both 

Qc and Q6 are active, must exceed "unity." The greater-than-unity loop 

gain requirements are always necessary for the trigger circuit to function 

and they must be satisfied in the initial design; however, it is appropriate 

to consider the minimal transistor parameters which can be tolerated before 

the circuit becomes completely inoperative. For the circuit under considera- 

tion, these minimum transistor parameters are determined by writing the "loop 

gain" of the circuit as follows. 

Refer to the equivalent circuit shown in Figure II-7.  The 

identity of transistors Q,. and Q. are retained; however, it is assumed that 

both Dc and D, are forward biased during the switching transient and they 

have been replaced by r,c, the forward resistance of D_, and r,,, the for- 
u3 j      do 

ward resistance of D . Capacitors C. a;*d C2 are shown on the equivalent 

circuit diagram; however, they are considered as signal short circuits 

during the switching transient. 
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The DPI technique for determining "loop gain" is to break 

the loop at the collector of Q_  and insert independent current generator 

ix between the K^ - 1^    - r,, node and common ground.      The loop can be 

broken at other locations,  but the circuit break must be properly terminated 

in both directions; breaking the loop at a transistor's collector terminal 

alleviates the necessity of terminations.    The "loop gain" of the circuit 

shown in Figure II-7, written out by inspection using DPI techniques,  is 

— Loop Gai-.i 

<^cl|\5) 

C5 L(RC5!lRI.5) + (rd6 + hle6)J H 
^Ct\\\6y 

(R«|iV + (rd5 + hle le5)J 

C5 
LOOP 

r    <Rcnv    1 
L»c|lV + (rd + hie>J 

In effect, this technique represents the replacement of the single $«. IR. 
current generator with a series combination of two identical current 
generators whose magnitudes are given as ß5 Iß5 and Ix, respectively. The 
newly created node between the two current generators is then grounded, but 
since 35 Iß5 must identically equal Ix, this new node can be connected to 
any arbitrary point (the current into the new node exactly equals the current 
out of the node). With the new node at ground, Ix is assumed independent 
initially and the value of the B5 IB5 generator is calculated as a function 
of lx and all other input signals. The dependent £5 IB5 generator is then 
set identically equal to Ix, thus reestablishing the feedback loop. Loop 
gain is defined as [ßs Iß5 - f(Ix)] -?• Ix before feedback is reestablished. 
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The loop gain expression implies that 

r^cuvjLVL^l 
1 L <Rcl!V       J 

if loop is to exceed unity. 

After the quiescent dc potentials have been computed and the 

normal trigger levels determined (AE. • -0.9 V as shown above), it is 

advisable to make a table of all possible single input transient conditions 

and to determine how these transients affect the circuit operation.  Inputs 

IF-01, F-01, and the -10 volt buss of the circuit shown in Figure II-6 were 

chosen for studying "upset." The various cases to be considered are sys- 

tematically listed in Table II-2. Note that each case is assigned a number 

and that both positive and negative transient input signals are considered 

for each possible state of the flip-flop. Although some of the cases may 

represent trivial conditions, they should each be systematically investi- 

gated so that no case will be overlooked. 

Case 1 (a) Positive Input IF-01 with Q5 On 

* 
At approximately e. * +75 volts, diode D- (FD-600) will break down, 

couple the input signal into the base of Q_, and cause the circuit to change 

states. Therefore, this is an "upset" condition. If the input current 

rises considerably, diode D, will be in the conducting state and it is 

possible for diode D5 to forward bias and pull Q, out of conduction which 

also represents an "upset" condition (but Q, would have already gone into 

the "off" state when Q5 changed state). 

* 
The spec sheets for the FD-600 diode show that reverse current is beginning 
to increase rapidly at *+60 V; therefore, +75 V is chosen as the approxi- 
mate V^. 
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TABLE II-2 

SUMMARY OF POTENTIAL UPSET MODES 

PULSE TERMINAL CIRCUIT 

CASE POLARITY PULSE STATE 

1 (a) + IF-01 Q5 On 

1 (b) - IF-Ol Q5 On 

2 (a) + IF-01 Q5 off 

2 (b) - IF-01 Q5 Off 

3 (a) + F-01 Q5 On 

3 (b) - F-01 Q5 On 

4 (a) + F-01 Q5 Off 

4 (b) - F-01 Q5 Off 

5 (a) + -10 V Q5 On 

5 (b) - -10 V Q5 On 

6 (a) + -10 V Q5 Off 

6 (b) - -10 V Q5 Off 
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Case 1 (b) Negative Input IF-01 with Q5 On 

At e. * -0.9 V, diode D. forward biases, but since Q5 is already "on," 

the input signal merely causes additional base current in 0~ and drives Q 

further into saturation. This input signal condition does not necessarily 

cause an "upset" unless Q_ is damaged by excessive base current, in which 

case upset would occur. 

Case 2 (a) Positive Input IF-01 with Q5 Off 

Since Q5 is already "off," a positive input large enough to break 

down D. (=+75 V) and couple into the base of Q^ will not ordinarily upset 

the circuit; however, an interesting extension of this case will take place 

if the input signal is large enough to appreciably forward bias diode D?. 

If D_ is sufficiently forward biased, a conduction path could then exist 

through D_, through the collector-base diode equivalent of Q,, through Dfi 

(if the drop across Dft were sufficiently large) to the collector of Q_, and 

hence to the base of Q_ through resistor IL_.  Obviously, a rather large 

overdrive signal would be necessary in order for the above signal path to 

exist, but existence of such a path would cause "upset" of the Q_ output 

and possibly permanent damage to D, and D_. 

Case 2 (b) Negative Input IF-01 with Q~ Off 

A negative input on IF-01 represents the typical mode of operation 

for the circuit when 0. is off and triggering is desired; therefore, a 

negative transient input on IF-01 cannot be distinguished from an ordinary 

input signal and "upset" will occur at e. *,9 V when diode D forward 

biases and causes Q, to change states; a situation which represents an 

upset condition. 
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Case 3 (a) Positive Input F-01; Q5 On 

This case represents perhaps the most interesting "upset" condition for 

this circuit because of the unusual circuit path established by the input 

transient signal. When Q_ is on, Q, will also be in the "on" state, and the 

nominal output at F-01 will be -0.1 volt. A positive input signal applied 

to F-01 (the collector of Q.) will couple through the collector-base diode 

of Q, and through IL, into the collector of Q,.  Once the positive input 

signal affects the collector potential of Qfi, drive current through D,. 

to the base of Q,. will be inhibited and Q_ will be cut off. 

The positive signal appearing at the collector of Q, will also prevent 

normal collector current, but more important, the positive collector poten- 

tial will forward bias the collector-base diode of Q,, raise the base poten- 
o 

tial of Q, positively, and forward bias diode Dfi in the base circuit of Q,. 

Since Q_ is cut off, its collector potential will fall toward the negative 

10-volt supply and will provide ample drive through D, to the base node of 

Q, to cause Q, to saturate under normal conditions; however, the positive 

potential at the base of Q, caused by the input transient signal will pre- 

vent any of the drive current through D, from affecting the operation of 

Q,. Thus, the application of the positive EMP transient to the F-01 ter- 

minal results in Q_ having no base current and being cut off, and Q, having 

sufficient drive into its base node to cause saturation if the base of Q. 

were not held positive by the conduction path through Dg and the collector- 

base diode of Q,. 

As the positive EMP transient at the F-01 input returns toward zero, 

diode Dg will first be allowed to come out of conduction (although a cur- 

rent path at this point will still exist through the collector-base diode 

of Q, and through D,). Then, the base-emitter of Q, will receive forward 

drive from the Dft - IL,. branch, but normal collector current will not begin 

because the collector of Q, will still be positive due to the EMP signal. 

As the EMP transient further approaches zero, the collector of Q, will be 
o 
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allowed to become negative and Q. will go Into saturation Immediately 

since it has ample base drive through D. to do so. Since the collector of 

Q, will go no more negative than about -0.1 volt, the saturation value, the 

base drive to Q5, cannot be reestablished; thus, Q, will end up in the 

saturated state, and Q5 will end up cut off, a condition representing a 

change of state for the flip-flop. Thus, an upset took place with the 

application of a positive input signal to the F-01 terminal. 

Assuming that the equivalent circuit which applies during the positive 

F-01 input transient can be represented by the circuit shown in Figure II-8, 

we can predict the amplitude of input signal required to achieve upset. The 

IL, * 10 K branch to +10 volts and the R , * 1.5 K branch to -10 vclts have 

been omitted since their contributions are considered negligible. The for- 

ward resistance of the collector-base diode of Q, is assumed to be 100 ohms. 

The threshold value of E which will cause the potential at V  to be 
S wO 

equal to -0.9 volt (the breakpoint of the J).t  base-emitter of Q_ branch), 

will cause upset. Using the equivalent circuit of Figure II-7, the upset 

value of E calculates to be +2.285 volts. The time constant of the cir- 
s 

cuit is approximately T - .002 uF (DPI) - (.002 uF) x (98.8) » 197.6 nsec. 

Since dc threshold is of interest here, there is ample time for the circuit 

to upset. 

Case 3 (b) Negative Input F-01 Q5 On 

When Q- is on, Q, is on and the logic level signal appearing at the 

F-01 output is approximately -0.1 volt. A negative EMP transient appearing 

on the collector of Q, pulls transistor Q, out of saturation and forward 

biases diode D, if the transient amplitude is more negative than -3.3 volts. 

Damage to diode D, may be experienced if the transient amplitude and dura- 

tion exceed the capabilities of D,. If the EMP input signal appearing on 

the collector of Q, is more negative than -15 volts, collector-base break- 

down of Q, takes place and a signal will be coupled through Ry/^d D5 into 
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the base of Q<- but Q,. is already on and saturated and this transient will 

not upset the circuit* 

Case 4 (a) Positive Input F-01 Q5 Off 

When Qe is off, Q, is also off and the voltage appearing at the collec- 

tor of 0. is -3.3 volts. Since the alternate state of Q, is represented 

by an output at F-01 of -0.1 volt, a positive input at F-01 represents an 

upset condition as far as other circuits which are fed by the F-01 output 

are concerned; however, if "upset" of the Q,. - Q, flip-flop is defined as 

a transient input which causes Q,. and Q, to change state, then the mere 

existence of a positive input at the F-01 terminal does not necessarily 

represent an upset condition. The following events take place. 

A positive pulse on F-01 will couple through the collector-base diode 

equivalent of Q,, through R., and into the collector of 0-. At this point, 

transistor Q, will be cut off; that is, the collector voltage of Q, is 

positive, and current from the EMP transient will flow through the base- 

collector diode of Q. forward biasing diode DR, thus, the normal base cur- 

rent supplied by D, and R-. is prevented. 

As the EMP transient falls back to zero, the normal base drive of Q, 

will be reestablished when e^ ^ +.6 V (VCBA + VCE6)# ThuS* with the 

reestabli8hment of normal base drive on 0-, 0, will go back into conduc- 

tions and Q_ will again be denied base current drive and thus remain in 

tho cutoff state. 

The positive-pulse input causes many transients throughout the flip- 

flop, but the circuit remains in the original state and this excitation does 

not cause an upset condition of the circuit (see Figure II-9). 
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-10V       -10V 

VC5 

Figure II-9. Main Current Path for Case 4 (a) 
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Case 4 (b) Negative Input F-01 Q. Off 

Diode D,  ill try to limit output at -3.3 V, but it will not be able 

to accomplish this with a 10-ohm source impedance on the EMP input signal, 

and D, is likely to fail. When V , reaches -15 V, Q, will experience 

collector-base and collector-emitter reverse breakdown. 

Q, can be made to fail and/or the signal on the base of Q, will couple 

into the collector of 0t and cause Q, to come out of saturation. The nega- 
"O o 

tive signal on the collector of 0. will cause Q,. to come "on" and this will 

cause an upset condition since the flip-flop will have changed states. 

Most likely, Q, will fail before an upset condition can occur. Such a 

failure will render the circuit inoperative and incapable of responding to 

normal logic signals. 

It/w" Case 5 (a) Positive Input on -10 V Buss 0- "On 

Normally, a positive input signal superimposed upon the negative 10- 

volt buss could be used to toggle the flip-flop if commutating capacitors 

were employed across the cross-coupling diodes D_ and D,.  If capacitors 

were employed across diodes D- and Dfi, each would have a different charge 

depending on which state Q5 and Q, were in. A positive pulse superimposed 

on the -10 V buss would cause both transistors to be cut off, and as the 

positive pulse terminated, the transistor whose base is connected to the 

capacitor of lowest charge would achieve base drive first and would come 

"on" and saturate. Since the transistor "off" before the pulse is applied 

ends up as the "on" transistor after the pulse terminates, the flip-flop 

toggles upon the application of each positive pulse to tue -10 V buss. 

Because circuit symmetry is assumed for purposes of analysis, there is 

insufficient diode capacitance to behave as commutating capacitors and a 

toggle condition is not expected to take place according to the theoretical 
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analysis. However» laboratory measurements performed on an actual circuit 

did show that the circuit would toggle from one state to the other, but it 

would not toggle back when the next pulse was applied. It appeared that 

the circuit had a preferential state with respect to the application of a 

positive pulse on the -10 V power supply line. With "matched" resistors 

and "matched" transistors, the circuit preferred to trigger from the Q- 

"off" to the Q5 "on" state when Ae = +6 volts. 

When R _ was reduced from 820 ohms to 730 chms, the preferential mode 

switched; that is, the circuit preferred to switch from Q5 "on" to Q5 "off," 

just opposite to the original preferential mode stated above. 

In the original "matched" component configuration, interchanging the 

two transistors utilized as Qg and Q, respectively, did not alter the 

original preferential mode. Therefore, the preferential mode must be 

dependent on circuit layout and circuit components other than transistors 

Q5 and Q6. 

Case 5 (b) Negative Input on -10 V Buss; Q- On 

Regardless of the state of Q and Q,, a negative pulse superimposed 

on the negative 10-volt buss merely represents an increase in the supply 

voltage value and the "on" transistor will remain "on" and the "off" tran- 

sistor will remain "off." The "on" transistor will be required to carry 

a larger collector current, but it will also receive a proportionally 

larger base drive to keep it on and saturated; therefore, no upset will 

occur. 

Case 6 (a) Positive Input on -10 V Buss; Q5 Off 

Exactly the same argument as was given for Case 5 (a) above will apply 

here. The circuit will seek a preferential state, and if the circuit's 
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preferential state is opposite to its initial state, then an "upset" will 

take place. If the circuit's initial state is its preferential state, 

then no upset will occur. 

Case 6 (b) Negative Input on -10 V Buss; Q5 Off 

See the discussion for Case 5 (b) since the same argument will apply 

here. 

After Che above hand analysis had been performed, the actual 

circuit was tested in the laboratory, and the expected upset conditions 

investigated for agreement with predictions. A comparison of the predicted 

and the experimental results is presented in Table II-3 and Table II-4. It 

is noted in Table II-3 that only those cases are presented where upset was 

expected; if a damage condition was expected to occur before upset took 

place, the test was oHtted. Also, note that Case 2 (b) appears twice, 

once with direct coupling used and again with capacitive coupling used. 

In the capacitive coupling case, the input to upset should be larger than 

the direct coupling case by an amount equal to the 10-vclt charge on the 

coupling capacitor. There is good agreement in practically every case; 

all the "upset" conditions did occur.  In Case 1 (a), the difference is In 

the breakdown voltage of D., which was approximately 75 V according to the 

spec sheets, but was 90 to 120 volts in reality. There is also a slight 

discrepancy in Case 3 (a). For some reason, the actual circuit was more 

sensitive than predicted, but the computer results (given elsewhere in this 

report) agree with the hand analysis. 

In Table II-4, it is seen that predicted and measured values 

of terminal voltages were in good agreement. However, the breakdown vol- 

tages of the FD-600 diodes were all greater than the spec sheets indicated. 
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TABLE II~4 

COMPARISON OF MEASURED AMD CALCULATED 

VOLTAGES FOR DISCRETE ELEMENT FLIP-FLOP 

Terminal State Measured Calculated 

'C5 

B5 

'C6 

V B6 

C7 

B7 

fC4 

'B4 

% 
On 

Q5 Off 

Q5 On 

«5 Off 

«5 On 

% 
Off 

^ 
On 

% 
Off 

% 
On 

% 
Off 

Q5 
On 

% 
Off 

% 
On 

% 
Off 

«5 
On 

Q5 Off 

- .048V 

- 1.114V 

- .453V 

+ .259V 

- 1.117V 

- .051V 

+ .251V 

- .451V 

- 3.350V 

- .041V 

+ .105V 

- .425V 

- .041V 

- 3.347V 

- .419V 

+ .102V 

- 0 .IV 

- 0 .9V 

- 0 .3V 

+ 0 .3V 

- 0 .9V 

- 0 ,1V 

+ 0 3V 

- 0 3V 

- 3 3V 

- 0 IV 

+ 0 0491V 

- 0 3V 

- 0 IV 

- 3. 3V 

- 0 3V 

+ 0. 0491V 

Components: 

R , - 9851 ohms 

*L5 
154.5 

Rc5 - 853.1 

BV @ 3 ma 

Dx - 96V 

D2 - 105V 

D5 » 99V 

D, - 104V 

»* 
a 9861 ohms 

he a 152.6 

RC6 
m 827.2 

10V e 10 Ma 

«4 * - 69.4 

o5 
6 - 68.9 

«6 ß - 68.9 

«7 ß - 66.3 
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b.  Computer Aided Analysis 

The discrete component flip-flop studied in the previous section 

using hand analysis techniques and presented as Problem 2 was uae.d  to 

illustrate the applicability of various circuit analysis computer codes to 

the dc upset threshold prediction problem. The schematic diagram of this 

circuit with nodes identified for formatting is shown in Figure 11-10. 

While many computer codes capable of solving dc upset threshold 

problems are available, only CIRCUS-2, NET-2, and SCEPTRE (References 8, 

9, and 10) were used for purposes of demonstration. In each case, the 

latest edition of the code user's manual was used to format flip-flop 

circuit. 

For any given circuit upset problem, the following problems 

relating to the use of computer codes must be considered. 

(1) The applicability of active device models to the problem 

being addressed. 

(2) The extent of the device library associated with the code 

selected or available. 

(3) Special considerations that require attention during the 

formatting procedure. 

As stated in Appendix A, most circuit analysis codes use either 

some modification of the Ebers-Moll Model or a chaige control equivalent. 

For dc or low frequency (< 20 MHz) transient circuit upset problems, the 

models generally available are adequate. The problem most frequently 

encountered is that of a limited device library. If a given device is not 

available in the library, one must select a suitable equivalent, 
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determine required device parameters, or obtain device data from another 

library and modify the available parameters. Of the three codes used, 

SCEPTRE was found to have the most complete and accurate device library. 

The special considerations referred to by Item (3) above include 

such problems as deriving realistic initial conditions and modifying schematic 

values to recreate circuit asymmetry such as exists in flip-flops. The 

evaluation of these factors requires some degree of hand analysis in order 

to prepare a computer input. 

Computer runs were made for each of the cases where up*?.; was pre- 

dicted by hand analysis. A 1 psec pulse duration was used in all cases. 

For the initial run, the input voltage pulse amplitude was set to a level 

below the predicted dc upset level and then increased with each succeeding 

run until upset occurred. The initial state of the flip-flop was set in 

one of two ways. For the SCEPTRE and NET-2 programs, a current generator 

delivered a short current pulse to one of the inputs prior to the start of 

the upset pulse. There was a delay of 300 nsec between the current pulse 

and the upset pulse to allow the circuit time to stabilize before the upset 

pulse was applied. The initial conditions for the CIRCUS-2 runs were 

calculated by the program after initial estimates were given. Table II-5 

shows a comparison of the various upset cases for experimentally determined 

values, hand analysis predictions, SCEPTRE, NET-2, and CIRCUS-2 predictions. 

The differences seen in Case 1 (a) are due to the different assumed 

values for the breakdown voltage of diode D.. The differences seen in 

Case 3 (a) are due to differences in the model parameters of the transistors 

and diodes. In Case 5 (a), the flip-flop was not in its preferred state and 

therefore an upset was measured. This is one of the cases where the 

computer analyses, because of the symmetry of the circuit, cannot predict 

the upeet unless a preferred state is programmed. 

As an illustration of the effect that the semiconductor model will 

have in predicting upset, the discrete flip-flop circuit was analyzed using a 50 

nsec pulse. For this shorter pulse width, the upset tl.eshold predicted by the 
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three different analysis programs agree as well as with the longer 

(1 us) pulse. These differences can be seen in Figure 11-11 which shows 

the input voltage (IF-01) required to upset the flip-flop for the three 

analysis programs.  The primary difference in the results is probably due 

to differences in the device capacitance values used in the different 

codes.  As pointed out previously, conservative results are obtained using 

dc upset threshold in conjunction with a high frequency approximation 

such as the one derived earlier in this section. Using the expression 

vl/2 

••-•*(£) 
with the known values of V dc 0.9V and t 

for a 50 ns pulse is 
Pd 

200 ns, the upset threshold 

'.-••'W 1/2 •1.8 volts 
This value is in the range predicted by the computer analysis and is an 

acceptable approximation. 
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SECTION III 

DAMAGE THRESHOLD ANALYSIS 

1.  GENERAL 

: 

Component burnout or permanent damage has been previously defined 

as the irreversible degradation of a component's characteristics due to 

an EhP induced transient. Damage threshold analysis refers to the cir- 

cuit level analysis performed to determine the Magnitude of the smallest 

signal, of a specified time history, that will cause the pulse power burn- 

out of the most susceptible component associated with a given circuit 

port. This component damage level is a function of frequency, therefore 

the pulse power necessary to cause permanent damage must be computed for 

all frequencies of interest. Figure III-l illustrates a hypothetical 

damage threshold assessment problem. Figure III-la is a simplified 

schematic of an interface circuit selected using a circuit screening 

procedure as described in Section I. The damage characteristics of each 

component are shown in Figure III-lb. The actual damage threshold -urve 

for active devices is dependent on transient polarity; therefore, Figure 

III-lb would apply only to one input polarity. To determine circuit 

vulnerability, the analyst computes actual device power dissipation for 

the given EMP specification and compares the actual level with the rated 

damage level. 

It is obvious from the above statements that the performance of a 

thorough damage threshold analysis requires a data base that permits the 

complete characterization of the pulse power response of all generic 

component types. Since component exposure to high amplitude, short 
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(a)  Interface Circuit Schematic 

Damage 
Power 

Frequency 

(b) Component Damage Power Profiles 

Figure III-l. Hypothetical Damage Threshold Assessment Example 
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duration, EMP induced transients often results in a nonlinear response not 

defined by existing device models, each generic component class (resistors, 

capacitors, junction semiconductors, etc.) must be studied separately in 

order to develop models and, subsequently, a complete data base for damage 

threshold analysis. 

Based on device population in modern aeronautical systems and on 

limited experimental work by several investigators (References 1 through 

7), most damage threshold analyses assume that the semiconductor junction 

is particularly susceptible to damage for the frequencies or pulse widths 

of interest.  Based on this assumption, most component level transient 

response studies have centered around semiconductor junction devices. 

Since the available pulse power response data base is limited primarily 

to transistors and diodes, the analyses presented in this handbook will 

emphasize the calculation of damage thresholds determined by semiconductor 

device types.  Cases where other device types could determine the damage 

threshold of a given circuit port will be pointed out when encountered in 

sample problems. 

A number of investigators are currently performing pulse testing 

programs to study the damage levels and mechanisms for integrated circuits 

and resistors. Ultimately the data obtained from these programs, along 

with data obtained from previous similar programs, will be stored in the 

data storage/retrieval computer code, SUPERSAP (Reference 8). 

Once a circuit has been selected for a detailed damage threshold 

analysis (by a screen as discussed in Section I), the computation of 

damage thresholds will proceed as follows: 
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(1) Select evaluation method 

(a) Hand analysis 

(b) Computer analysis 

(c) Experimental assessment 

(2) Obtain circuit data (i.e., component values, 

active device parameters, operating levels, 

etc.) 

(3) Examine each circuit node for possible interest 

(4) Perform threshold analysis for each interface 

port 

(a) Simplify the circuit using network 

analysis techniques. 

(b) Select or compute damage power as 

a function of frequency [P(f)3 for 

each component in the simplified 

circuit. 

(c) Compute circuit port V-I required to 

generate the lowest P(f) determined 

in (b). 

(d) Compare component dissipations due to 

input (c) with each damage level to 

verify that the lowest P(f) selected 

is the worst case. 

(e) If the lowest component P(f) is not 

the worst case, recompute circuit port 

V-I for the most susceptible component. 
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(f) Evaluate circuit layout and packaging for 

possible arcing modes. 

(g) If circuit vulnerability is to be assessed, 

determine the applicable driving function and 

source impedance (Section IV). Vulnerability is 

determined by comparing the actual driving 

function to the results of (e). 

(h) Enter data into susceptibility matrix or 

computer data base. 

For the purposes of this handbook, it is assumed that only interface 

circuit ports need be considered. This assumption is generally true for 

the damage case due to tne low probability of delivering large powers by 

other than direct coupling. Nevertheless, the circuit layout and packag- 

ing should be studied for possible arcing modes. 

The circuit element having the lowest damage threshold [P(f)] at a 

given frequency does not necessarily determine the lowest "circuit" 

damage threshold.  As indicated by the inclusion of threshold analysis 

steps 4(d) and 4(e), the confutation of worst case (lowest) circuit port 

V-I may be an iterative process. The number of iterations will depend 

on the circuit configuration and hence power distribution. For example, 
2 

in Figure I.II-1, the power dissipation in resistor R (I R) may exceed 

that component's damage rating at a current, 1, less than that required to 

fail diode Dl, even though the damage threshold for Dl is less than that 

for R. Hence in this case the resistor may be the most susceptible circuit 

element.  Such a case is encountered in example problem 2 in Section 5.a. 

This procedure assumes a complete component damage threshold data 

base so that all components can be given consideration.  In actuality the 

existing data base is limited to junction semiconductor devices and con- 

temporary damage threshold analyses assume that these components 
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determine circuit susceptibility levels. As pointed out, this assumption 

will not be accurate in some cases and the analyst should utilize the 

generalized procedure in conjunction with the data base available at the 

time the analysis is performed. 

As in the case of transient circuit upset, any circuit node exposed 

to an EMP induced transient must be analyzed to determine its damage 

threshold level.  In the general case, a circuit selected for analysis 

will contain several exposed ports and each must be analyzed separately 

and in combination with other ports to completely characterize the cir- 

cuit's EMP damage susceptibility. 

Assuming that a particular device has been identified as the most 

susceptible element associated with a given circuit node, Figure III-2 

illustrates a two port excitation case. The effect of each transient 

source on the device may be represented by a transfer impedance designated 

by Z , which is the ratio of the change of signal voltage of the source to 

the change of device current. The pulse power dissipated in the device is 

a function of both EMP signal sources, their transfer impedances, and the 

phase relationship of the pulses. 

Unless definite amplitude and phasing characteristics for the signal 

sources can be determined, there will be an infinite number of combinations 

of phases and/or amplitudes which can cause the device to fail. This may 

occur even if one of the parameters (amplitude, for instance) is variable 

while the other (phase) is kept fixed. For this case, the voltage thresh- 

old at the circuit necessary to fail the device may be represented 

graphically in a manner similar to Figure III-2b.  Any point on the graph 

would define a combination of defined phase signal sources required to 

fail the device. 

If a relationship for both the phase and amplitude of the two EMP 

sources can be defined, then one combination of EMP source voltages will 
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(a)  Equivalent Circuit of a 
Two Port Excitation Case 

EMF 

(b) Circuit Failure Thresholds for 
Two Port Case 

EMP2 

Figure IIT-2. Two Port Excitation Example 
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defi'ie the circuit failure thresholds.  It can be seen from the above dis- 

cussion that the analysis of multiport EMP damage for a case where the 

exact sources are not known5 is a complicated process. For the case where 

every EMP source is completely specified and invariant, a definite multi- 

port failure level may be determined for the circuit. However, it may still 

be desirable to generate a curve such as Figure Ill-2b to determine the 

margin of safety or overkill for the circuit. Fortunately, in most cases, 

one of the transfer impedances will dominate (i.e., be significantly smaller 

than the rest).  For this case, the rr.ultiport nature of the circuit excita- 

tion may be ignored and the analysis may be conducted considering only the 

EMP source acting through this dominant impedance. The determination of the 

relative magnitudes of the transfer impedance may be made by inspection for 

simple circuits.  For more complicated circuits, circuit analysis techniques 

such as the Driving Point Impedance (DPI) method (Appendix C) may be used. 

2.   RESPONSE CONSIDERATIONS 

Damage threshold analyses can be performed in one of three ways: 

(1) Given a specific interface circuit, determine the component damage 

threshold ratings for all components and from these expressions, 

compute the smallest inpu* signal, of a specific waveform, that 

will produce permanent damage. This is the most general form of 

solution and is independent of driving function and source impe- 

dance.  Referring to Figure III-3, V and I as a function of 
r      r 

frequency are determined, 

(2) Given a worst case (amplitude and waveform), EMP excitation 

determine the minimum vulnerability threshold.  In this case, 

component and circuit damage thresholds are computed only for 

the actual worst case driving function (V ) and source impe- 

dance given (Z ).  Referring to Figure III-3, a worst case 

value for Z is defined and the associated V., is computed as 
s t 
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V - Minimum Failure Voltage 

I  - Minimum Failure Current 

Z_ - Source Impedance 

V_ - EMP Generator Voltage 

Figure III-3. EMP Excitation Variables 
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v„ = vw + I_Z E    F   F s 

In general this approach is used in the absence of a 

verified EMP specification to estimate the relative 

vulnerability of many circuit ports in a given subsystem. 

(3) Given a specific EMP specification (based on either 

theoretical or experimental data), use the data from (1) 

in conjunction with the known source impedance to deter- 

mine minimum vulnerability threshold and then compare this 

value with actual source voltage for all frequencies of 

interest.  In this case, both V and Z (Figure III~3) are 
£     s 

known and vulnerability can be more accurately assessed 

than for (2). Therefore 

V_(threshold)  = V_ + I-Z 
& r *   i 

V_(actual)       _     „ «        .,,.. EN ' —-*•   Vulnerability 
V-. (threshold) 

Ei 

The particular approach used depends entirely on the objective of the 

analysis and the information available. Giving complete damage character- 

ization for all components and an EMP specification, method (3) is used. 

Since the example problems presented later in this section are 

intended to illustrate a general approach, method (2) is used with various 

resistive source impedances. Large magnitude current pulses are required 
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Co produce permanent damage, hence Che value of source Impedance is 

extremely important in determining if circuit damage will occur for a 

given generator voltage. The failure threshold of a circuit for a single 

input drive is the lowest input current (I_) which will cause a failure 

current to flow in a critical circuit component.  As this input current 

mu3t also flow through the source impedance, a proportionally higher generator 

voltage will be required as the source impedance magnitude is increased. 

The source impedance in a damage analysis places an upper limit on the amount 

of current that can be drawn from the source at a given voltage. As 

will be shown later by sample Problem 4, the value of source impedance 

selected can possibly determine the failure mode exhibited by a given 

circuit. 

Since the EMP specifications are often stated in terms of a damped 

sine wave and since most component failure data are defined in terms of 

a rectangular pulse, a relationship between these two waveforms is often 

required.  For the junction devices, a detailed derivation of such a 

relationship is presented in Appendix B.  Given a damped sine wave of 

specified frequency, a rectangular pulse producing identical junction 

degradation may be defined using the following equation: 

1 
TP   5f 

s 

where 

tp • duration of rectangular pulse 

f • frequency of damped sinusoid 
s 

As shown in Appendix B, this relationship gives a good approximation 

for either the forward or reverse bias cases.  Based on multiple pulse 

studies by Wunsch and others (References 2 and 7), it is assumed that 

device damage will occur during the first cycle of a damped sine wave, if 
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at all. Therefore, the lower amplitude cycles are neglected. Waveform 

conversion expressions for other component types have not been derived at 

this time. 

3.  ANALYSIS METHOD SELECTION 

The general discussion of the relative merits of hand analysis, com- 

puter aided analysis, and experimental assessment presented in the upset 

threshold analysis section also applies to damage threshold analysis with 

the following additional factors: 

(1) The limited component damage characteristic data base 

necessitates the use of experimental assessment for many 

circuit cases. At the present time, insufficient infor- 

mation is available to permit the theoretical determination 

of integrated circuit damage thresholds. 

(2) Exposure to high amplitude transients force i*ost component 

types to operate in abnormal modes; thus, conventional small 

and large signal device models are not generally valid. 

Special damage models such as junction breakdown models have 

not been incorporated in most available transient analysis 

computer codes. 

(3) The use of simple device breakdown models in conjunction 

with circuit simplification techniques, such as DPI and 

loop analysis, permit hand analysis to solve even complex 

circuits; thus making this method preferable. 

Figure I1I-4 is the analysis technique selection matrix for damage 

problems. The weighting of individual selection factors for each analysis 
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technique is ordered such that the lowest numerical rating indicates 

highest preference.  While each analysis method has its advantages and 

limitations, hand analysis has been found to be the most effective overall 

approach.  Experimental determination of damage thresholds requires more 

sophisticated laboratory facilities than upset analysis because of the 

high power, high frequency signals that must be generated to produce 

device failures. At the present time, few computer codes are available 

that contain device burnout models.  Even if existing codes are modified 

to include this feature, existing burnout models are not precise and 

hand analysis is acceptably accurate and generally more cost effective. 

Circuits containing input filters or a large population of reactive com- 

ponents may best be solved using computer techniques.  As damage models 

are improved and required device libraries, such as SUPERSAP, are developed, 

the use of computer codes for damage threshold analysis may become more 

practical and cost effective. The optimum analysis approach at the present 

time is hand analysis supplemented by experimental work when no device 

model is available. 

4.  DATA REQUIRED FOR DAMAGE ANALYSIS 

The most important data required for a damage analysis are the 

damage threshold charactistics [P(f)J for all the components in the cir- 

cuit under study. As stated earlier in this section, semiconductor devices 

are considered most susceptible to pulse power burnout and are generally 

assumed to be the single most critical item in any circuit. Therefore, 

most work done to date regarding component transient response has 

involved discrete junction semiconductor devices. In order to perform 

damage threshold analyses, the pulse power damage characteristics of 

a wide range of semiconductor devices must be known. The development of 

models that will predict the failure levels of junction semiconductor devices 

and the generation of a data base have been pursued by several investi- 

gators (References 1 through 7). For the frequency range, hence pulse 
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width range, or primary interest, the Wünsch model (Reference 1) is widely 

used* This model relates the pulse power required to produce junction 

burnout to the pulse width. This model has the form of: 

»j - V 
-1/2 

where P is pulse power required to produce junction failure, t is pulse 

duration, and K is a device constant dependent on such factors as junction 

geometry and material. This equation states that the pulse power required 

to cause localized melting in a semiconductor junction is a function of 

the pulse width (or frequency) of the incident signal. This model was 

developed and experimentally evaluated for the reverse bias case and for 

pulse widths in the 50 nanosecond to 20 nanosecond range. Applying the 

model,the current to produce junction failure (I.) is 

Vv 
h -1/2 

BD BD 

where V__ is the junction breakdown voltage in the reverse bias direction! 
BD 

This expression neglects bulk resistance (R ) heating effects since the 

basic thermal model for junction failure assumes that dissipation in the 

bulk material is negligible. Therefore, the "device" power (P_) to 

produce failure may be expressed as 

P - i V s P + P 
0   jD   j  rB 
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where 

or 

V • Voltage across the device 

P * Power dissipated in the bulk material 
B 

PD - VBD 
+ li  H 

Although device power, P , is not generally equal to junction power, P , 

this equality is often assumed correct to allow simple experimental 

determination of damage constant, K, using the Wunsch model 

K apt 
Kx D 

1/2 

or 

\ - (Vj
)t 1/2 

This technique will be in error due to the inclusion of power dissipated 

in the bulk resistance, but is sufficiently accurate for the determination 

of relative damage characteristics of a wide range of semiconductor device 

type8. Since 

PD>Pi 

111-16 

••••• -• ••-:<•*.*&•*,• 



.-*.-> 

% * 

a more conservative (löwer) K would be determined using the relationship 

K-  - P,t 
l2 

1/2 
E.    j 

or 

KR2 
Ä (VBDIj

)  t 
1/2 

K  and ¥L    have been assumed equal aud have therefore been used inter- 

changeably. For the purpose of this handbook the bulk resistance heating 

is assumed independent of junction heating and the basic Wunsch equation 

will be used to determine the current required to fail a given junction. 

Bulk resistance will be treated as an independent element which must be 

known to assess the total circuit input power required to cause failure. 

While the damage constant, K , can be obtained experimentally by 

pulse testing, a theoretical method for the computation of K using man- 

ufacturer's specifications has also been developed (Reference 4) and is 

a less costly although less accurate technique. The following two general 

approaches have been formulated to determine K; 

(1) Junction Capacitance/Breakdown Voltage Method. 

(2) Thermal Resistance Method. 

Figure II1-5 is a summary of the theoretical methods available for com- 

puting semiconductor damage constants.  Method (1) above is more accurate 

and the parameters required can be readily measured or obtained from 

manufacturer's specifications. 
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Figures III-6 through III-8 present nomographs for quick determination 

of damage constant using the junction capacitance/breakdown voltage 

method. The source of the voltages and capacitances used in this method 

have considerable impact on accuracy. Manufacturers usually specify only 

minimum (V ) and maximum (C ) values and the measured values for a specific 

device may differ from the specification value by more than an order of 

magnitude. A listing of some measured and calculated semiconductor device 

damage constants and breakdown voltages is presented in Appendix D. The 

Air Force Weapons Laboratory has designed a computer code, SUPERSAP 

(Reference 8), which permits the retrieval of known semiconductor device 

transient response data. This code has recently become operational and will 

be a good source of device EMP response data. 

Semiconductor junction damage studies performed by Wunsch and others 

have shown that less power is required to produce junction failure in the 

reverse bias direction (IC) than in the forward bias direction and that, 

for transistors, the damage constant for the emitter-base junction (K  ) 

is lower than that for the collector-base junction (K . ). Considering 

the inequalities shown below, plus the limited testing done for other than 

the reverse bias junction case, one can see that the data base for junction 

devices is incomplete. The question marks in two of the inequalities 

indicate that a relationship has not been defined at this time. 

R    F 

K u  <  K . 
e~bR«     C'bR 

K v  ?  K . e-bp     c-bF 

c-bp     e-bR 
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Figure III-6. Nomograph to Determine Damage Constant 
for Germanium Devices 
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It is known that junction failure in the forward bias case is primarily 

caused by heating in the bulk material. The power to produce junction 

failure under forward bias (P ) conditions has been theoretically approxi- 

mated as 

V 
-1 , 

-1/2 
but experimental work has shown the t ' " time dependency of the basic 

Wunsch equation to be reasonably accurate. No theoretical method is avail- 

able for computing the forward bias damage constant (K_,). 

Since available models neglect device bulk resistance, a value for 

this parameter should be included in the circuit under study. The following 

discussion will provide a guideline to the impact of this parameter on 

circuit threshold analyses. 

: 
•' 

The bulk resistance is the resistance of the semiconducting laterifJU« 

between the ohmic contacts and the junction of the semiconductor.  In the 

normal operating regipns of a diode or transistor, the voltage drop 

across the bulk resistance is small because of the low level currents 

involved and is normally not considered for small signal, low frequency 

problems. For currents on the order of those required to fail a semi- 

conductor junction, the power dissipated in the bulk resistance may be a 

significant part of the total power. 

»a«*»i 

The bulk resistance of a forwaid biased device is small (Reference 6) 

usually on the order of 0.1 to 10 ohms. The higher bulk resistances are 

associated with small area, low power devices which have limiu?dcurr£nt 

handling capabilities while the lower bulk resistances are assoclatewW^P 

the higher power devices. The bulk resistance of a semiconductor device 

has been found to be larger in the reverse direction than in the forward 

direction (Reference 6). For reverse biased devices, the bulk resistance 

111-23 



may vary from 100 ohms to 10,000 ohms.  In this case, the lower bulk 

resistances are generally associated with low breakdown voltages and the 

higher bulk resistances are generally associated with large breakdown 

voltages.  This can be seen in Figure III-9 which shows a plot of bulk 

resistance for the reverse biased case versus device breakdown voltage for 

a limited sample of silicon diodes.  The data presented were taken from a 

general listing given in Reference 4 and have been limited to the reverse 

bias case and levels below failure.  In this figure one can see the trend 

to larger bulk resistance as the device breakdown voltage increases. 

Figure 111-10 shows a plot of the bulk resistance for the reverse bias 

case versus device current for the same group of devices.  The data, in 

general, show a decrease in bulk resistance with increasing current. The 

series of data points on the lower part of the graph are the low breakdown 

voltage devices. 

For a forward biased junction near failure, the current will be large. 

The power dissipated in the junction will be small compared to power 

dissipated in the bulk resistance (V. << I.IL)« The device power can be 
j    J B 

approximated by: 

PD = *1  RR J   FORWARD 

Since for the forward bias case, the bulk resistance is much smaller than 

the source resistance, the source will look like a constant current.  The 

power will then be directly proportional to the bulk resistance.  To 

calculate the failure current, assuming the failure power is known (P_ • 
-1 F 

Kt ), a value for R^ must be determined. Little information is available 

on the bulk resistance of devices. One therefore has the option of 

measuring the device of interest or of estimating the bulk resistance. 

Since the power is directly proportional to bulk resistance, any estimate 

made should be large so that a conservative estimate of the current is 

obtained. Examples of such an estimate are 10 ohms for low power devices 

and 1 or 2 ohms for higher power devices. 
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For reverse biased junction, the voiiage drop acres the bulk resistance 

may be neglected for low breakdown voltage, low current device».  In the 

case of higher breakdown voltage devices (larger bulk resistance), 

Ignoring the bulk resistance will lead to conservative estimates of circuit 

failure damage thresholds. For silicon diodes, bulk resistance estimates 

could be made by reference to Figure III-9. 

In general, for low power, low breakdown voltage devices pulsed in 

the reverse direction, Che bulk resistance can be ignored when making 

failure threshold estimates. For high breakdown voltage devices pulsed 

in the reverse direction and junctions pulsed in the forward direction, 

it is best to estimate a value of bulk resistance in order to obtain a 

realistic estimate of failure threshold.  The sample problems presented 

later illustrate the effect of bulk resistance value on minimum signal 

amplitude required to produce damage. 

As stated earlier, little is known about the transient damage charac- 

teristics of nonsemiconductor devices or newer types of semiconductor 

devices such as integrated circuits and field effect devices. With the 

increased use of low power, precision components, damage threshold analyses 

yielding excessive power dissipation in passive components should be examined 

carefully to isolate critical nonsemiconductor components. 

Figure HI—11 gives a comparison of device damage constants for various 

component types. To provide a basis for comparison, the Wunsch model was 

assumed to apply to all device types. 

While component level transient response and failure mode data are 

most critical to a damage threshold analysis, other general information 

such as circuit component values and general transistor specifications is 

also required. 
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As in the case Oi upset threshold analysis, device models required 

for damage analyses are very important and are discussed in detail in 

Appendix A. 

5.   DAMAGE ANALYSIS EXAMPLES 

a.  Hand Analysis 

The detailed approach taken to determine the damage threshold of 

a given circuit node depends largely on the circuit complexity and avail- 

able component data. The first step in any damage hand analysis is to 

simplify the circuit to a single loop, if possible, by inspection, using 

DPI techniques, breakpoint analysis, or Kirchoff's laws. DPI and breakpoint 

analyses are discussed iu Appendices C and A, respectively. The other methods 

are assumed to be known by the trader. The examples presented later in this 

section illustrate several of the circuit simplification techniques mentioned 

above. 

As stated earlier in this handbook, the EMP induced excitation 

for a given circuit may or may not be defined.  Even if a specified driving 

function is not defined, a range of probable excitations can be defined 

such that a limited number of damage threshold solutions can be made and 

a curve relating voltage or power damage level to pulse widths or frequency 

can be plotted. 

To illustrate the special problems associated with damage threshold 

analysis, the circuit shown in Figure I11-12 will be used as a generic example, 

The circuit loop shown vas defined by circuit simplification procedures and 

a junction is represented by its reverse breakdown equivalent circuit. Given 

a specific source configuration and signal, the current in the circuit is 

V   - V 
j EMP   BD 
EMP   Z     t  Z„ + Z  + R^ 

s   P   c 
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If this cuirent exceeds the magnitude required for device failure, for 

example, if 

v"1/2 
i > ,x 

EMP   VBD 

then the probability is high that the junction will be damaged, 

The above treatment assume* that Z is known, which is usually 

not the case, and that no lumped circuit elements (Z ) will fail before 

the critical junction.  If Z were a series resistor (R), and if the actual 

pulse power dissipated in the resistor was several orders of magnitude 

greater than its dc power rating, then potential damage to this element 

must be considered (as shown by Figure III-ll). 

Since little data are available describing bulk resistance, RR 

must be estimated or neglected for most damage problems. As shown 

earlier, the bulk resistance i" a re' ^rse blaset1 juncti »n is a finction 

of both breakdown voltage and junction current.  In lieu of a measured or 

estimated value of R^, worst case, damage threshold (lowest signal amplitude) 

will be obtained by assuming zero bulk resistance for the reverse bias 

case and R„ equal tu Z , maximum power transfer, for the forward bias case. 

For a given EMP inauced signal waveform and amplitude, the value 

of Z used for a given problem can determine failure mode and, therefore, 

must be carefully calculated or postulated for each problem. Example 

Problem 4 illustrates the importance of source impedance in solving 

damage problems. 

If the waveform and amplitude of the EMP induced signal are not 

known exactly, a general graphical relationship between the damage power 

threshold and the incident pulse width (T) or frequency (f) may be formu- 

lated by repeated circuit solutions. Figure 111-13 shows both circuit and 
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* m 

junction damage level power as a function of pulse width for the circuit 

of sample Problem 1. Care must be taken for pulse widths less than approxi- 

mately SO nanoseconds since Wunsch (Reference 1) indicate? that junction 

burnout power varies as a function of T  rather than T    for short pulse 

durations. The curves of Figure 111-13 will live a conservative estimate, 

however. 

Each subsystem or circuit analyzed for damage threshold is unique 

and the use of one or more circuit simplification technique depends largely 

on the circuit configuration encountered. Most damage problems worked by 

hand analysis are solved using a combination of breakpoint and DPI techniques. 

Once experience is gained using these methods, many circuits can be simpli- 

fied by inspection and the problem reduced to a few simple computations. 

At the present time, the limited pulse power burnout data available for 

most component types represent the main limitation of damage threshold 

analysis techniques. The following example problems are typical of the 

circuits that can be solved with the available component data base. 

(1) Problem 1. Remote Controlled Relay 

The first circuit chosen for analysis is a simple remote 

controlled relay. The relay coil has a diode across its terminals that may 

be EMP susceptible. This circuit is shown in Figure 111-14. Assuming 

that the inductance of the relay coil is large, its Impedance will be large 

compared to the diode impedance at frequencies in the one megahertz range. 

Therefore, the coil impedance will be neglected. 

The failure current can be determined by: 

-1/2 

I !F      V 
F  V      V 
*  VBD     VBD 
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For a IN540 diode, the reverse breakdown voltage, V , is 400 volts and 

the damage constant, K, is 0.93 (see Appendix D). Using a 200 nsec pulse 

to approximate a 1 MHz damped sine vsve (see Appendix B), the failure 

current for the diode is 

h - M3r7)"1/2 -».» «•— 
For a resistive source impedance of 10 ohms, the voltage required to produce 

this current is determined from Figure 111-14 to be 

VEMP * VBD + XEH? «Off -452'°1M 

Therefore, a 452-volt, 200-nsec pulse,or a 1 MHz damped sine wave having & 

peak amplitude of 452 volts will cause the diode to fail. 

The bulk resistance (R_) of the IN540 diode was neglected 

in the abov. computation. If a bulk resistance of 10 ohms is assumed, 

then V-^p for failure would be 

*£*•, " VBD + T-EMP (8EHP + V " 504 wlt8 

and one can see that neglecting bulk resistance gives a more conservative 

(lower) threshold prediction. The difference between V» and VEMp in 

this case is relatively small, but in general, the damage threshold voltage 

predicted with bulk resistance considered will be much higher than that 

predicted neglecting bulk resistance. This implies that hardening penalties 

may be minimized if accurate bulk resistance information were available 

-uch that realistic rather than ultraeonservative threshold voltages could 

be determined. 
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(2) Problem 2. Phase Splitter Circuit 

The circuit shown in Figure 111-15 Is a simple phase split- 

ter amplifier utilizing one 2N706 transistor. The first step in deter- 

mining the input required for damage is to simplify the circuit. For a 

frequency of 1 MHz, the impedances of C. and C„ are 15.9 and 3.98 milliohms 

respectively. Since these impedances are small compared to the resistors 

in the circuits, C.  and C~ can be replaced by short circuits for the purpose 

Oi this analysis. Since dc powerllnes are generally shunted by large filter 

capacitors, the 12-volt power supply line can be considered to be at ac 

ground potential. The resultant circuit after simplification is shown in 

Figure III-16. 

The circuit can be further simplified by determining equiva- 

lent resistances for the base circuit and for the collector circuit. The 

base-emitter junction and the base-collector junction are also replaced by 

their diode equivalents to represent the breakdown region. This simplified 

circuit is shewn in Figure 111-17. Also shown in Figure 111-17 are the 

breakdown voltages and damage constants for the 2N706. Note that for the 

2N706, a damage constant for the collector-base junction is available. 

The circuit is now simplified to the point where it lends 

itself easily to hand analysis. The next step is to determine which device 

will fail and what za  the failure mode. The passive components are gener- 

ally able to withstand higher energies than transistors for short duration 

pulses, therefore, the transistor is the element to consider for damage. 

Failure is also assumed to occur in the reverse biased direction. 

-1/2 
Using the Wunsch damage, model (P • Kt   ), a calculation 

is made to see whether the emitter-base junction or the collector-base 

junction will fail at the lower power. Using a pulse duration of 200 nsec, 
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Figure I11-16. Simplified Phase Splitter Circuit 

r 
I I 

l 

I  

"E(K 
450 

I 
~1 

T—J 

2N706: : Hi 0.0075 watt-sec 1/2 BV EBO 

KCB " °*058 w*tt",*c 
1/2 wr cm 

5V 

25V 

Figure 111-17. Further Simplification of Phase Splitter Circuit 
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PEB * SB*"1'2 * 16-77 WÄtt8 

P
CB * KCBtl/2 " 129*7 WattS 

This calculation shows that the emitter-base junction is the roost suscep- 

tible. The current required to fail the emitter-base junction (!«») la 

EB  V 
£1 
BD 

!_.. * 3.35 amperes 
ho 

The voltage from the base to ground is 

VBASE " BVEBO + hlS2 

V
BASE " l-5i kV 

The current through the collector-base junction is 

V    - BV VBASE  _ CBO 
CB 

*EQ3 

ICB "3.71 amperes 

The power dissipated in the collector-base junction is 

PCB " BVCBO * XCB 

PCB " 93 Watt8 

which is below its failure threshold power. The total current into the 

circuit is 
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XEMP  XJF T ACB  1^ 

Igjjp - 9.41 amperes 

and the BMP generator voltage, assuming a 100 ohm resistive source impedance, 

is 

VEM* * VBASE + XEMP REMP 

VEMP " 2M  kV 

Therefore, for a 100 ohm source impedance, a 2.45 kV, 200 nsec pulse will 

cause the transistor to fail. Mote that more than 2000 watts will be 

dissipated in R. and potential damage to this component should be considered. 

Another method of computing V-^p and 1-^ needed for failure 

is to write the loop equations for the loops shown in Figure 111-18. 

Figure 111-18. Phase Splitter Circuit Showing Current Loops 
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. » 

(loop 1) I^R,^ + ^) - ijff^) + ^(R^O - V,^ 

(loop 2) -Ifyy)  + IjO^ + »HJJ) • I3(0) - BV^ 

(Xoop 3) ^V + I2(0) + Ijd.^ + «EQ3 " VQJ, - BV^ 

Solving for I2> one obtains 

I .« 
2  733 

From the previous calculation, 3.35 amps are required to fail the emitter* 

base junction. By Inspection of Figure 111-18, the emitter-base current 

is I-. Therefore, 

BMP 
733 

3.35 amperes 

and 

VEMP * 2-46 kV 

This answer, computed by solving the simultaneous loop equations, agrees 

with the first method which was a "brute force" current divider approach. 

(3) Problem 3. Push-Pull Amplifier 

The circuit shown in Figure 111-19 is a push-pull amplifier 

where the output has been found to be the point exposed to EMP Induced 

transieuts* Before proceeding with the calculation of the failure currents 

and voltages, the circuit will be simplified. 

The two overload protection lamps shown in Figure 111-19 

''iill have a transient response time much slower than the 200 nsec pulse 

width assumed for this problem. The overload protection lamps can be 
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replaced by resistors whose value is approximately the "cold" resistance of 

the lamps. For this analysis, this value will be assumed to be 10 ohms. 

The power supply lines can also be assumed to be at ac ground potential. 

The circuit with the above simplifications is shovn in Figure 111-20. 

Since the EMP ger'-ator is connected to Q_ and Q,, one of 

these devices is most likely to fail. Mote that R~ and Rg serve to limit 

the current through Q1 and Q? due to a transient appearing at the base of 

Q or Q,. This may be further simplified by obtaining an equivalent resis- 

tance for the base-emitter circuit of Q« and Q,. The driving point impe- 

dance looking from the base of Q- or Q, back into the circuit is 

0PIB - 1 K | | [3.3 K -I- 10 K j | (Rcc + 10)] 

R  is the impedance of Q. or Q~ from collector to ground and should be on 

the order of 50 K to 100 K ohms. The DPI will then be approximately equal 

to 1000 ohms and this is the equivalent base-emitter resistance of Q~ or 

Q,. The simplified circuit is shown in Figure II1-21. Also shown in 

Figure 111-21 are the pertinent device parameters needed for the failure 

calculations. 

A positive EMP transient will forward bias the collector-base 

junction of Q-. The 1 K resistor in the base of Q. will limit this current. 

Once the emitter-base breakdown voltage of Q~ has been exceeded, a current 

path from the collector to the emitter is established and failure can occur 

in the emitter-base junction. The collector-base junction of Q. could also 

be in breakdown with its emitter-base junction forward biased; however, 

the failure thresholds for the forward biased emitter-base junction and the 

reverse-biased collector-base junction are both larger than the reverse 

biased emitter-base junction. Therefore, for a positive transient« the 

emitter-base Junction of Q. will probably fail. For a negative transient, 

failure can be determined by interchanging Q. and Q, in the preceding dis- 

cussion. This circuit is an example of failure occurring at the same level 

for an input transient of either polarity. 
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A, 
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IK 

L_ 
2N2222 and 2N2907: Kco  « 0.1 watt-sec 

to 

BVEB0-  5 volts 

BVCB0 " 6° VOltS 
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Figure 111-21.  Push-Pull Amplifier Circuit With 
Additional Simplifications 
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The current required to fail the emitter-base junction of 

Q« for a 200 nsec pulse is 

-7 -l/2 

t   
K
EB<

2x10 > 
F       BV 

r.Bo 

ip = 45 amperes 

The voltage from the collector of 0. to ground is 

VC3 " 
BVEB0 * 10(1F> 

V  - 455 volts 
L3 

The current flowing through Q, and the 10 ohm resistor from its emitter to 

ground is 

V  - BV C     CBO 
I „ d  
Q4    io 

In • 39.5 amperes 
^4 

The current through the 1000 ohm resistors has been neglected. The total 

input current is 

XEHP " \  + rF 

IEMP " 84,5 aperes 

and» assuming a 10 ohm resistive source impedance, the EMP generator 

voltage is 
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fEMP " VC3 
+ IEMPREMP 

EMP 1300 volts. 

Although the semiconductor devices exposed to transient 

damage were found to be quite insensitive, it should be noted that con- 

siderable power is dissipated in the overload protection lamps and that 

potential dunage to these or other nonsemiconductor components should be 

considered before making a relative susceptibility statement. 

(4) Problem 4. Special Example to Illustrate Source Impedance 

Effects 

This damage analysis example has been chosen to illustrate 

the effect of the source impedance on the failure mode of a simple diode 

circuit. The diode parameters have been specially chosen; however, they 

are realistic values. The circuit to be used and the diode parameters 

are shown in Figure II1-22. The bulk resistance is given for the forward 

direction since, for large currents, most of the power will be dissipated 

in the bulk. By comparing the damage constants fcr the forward £*d reverse 

directions, one can see that the device is harder In the forward direction, 

as predicted by Wunsch and others. 

The forward and reverse damage constants, forward bulk 

resistance and breakdown voltage were chosen based on a review of limited 

experimental data. Bulk resistance in the reverse bias direction is 

neglected as in previous cases. 

For the first calculation, assume a source impedance, &£*«» 

of 10 ohms. The failure current for reverse failure using a 200 nsec pulse 

is 
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EMP 

DIODE PARAMETERS: K0      * 0.033 watt-sec 3 

Vn.    *   150 volts 
BD I 

K-      - 0.069 watt-sec 

R        »2 ohms 
BFWD 

/lgure 111-22. Circuit to Illustrate Source Impedance Effects 

111-48 



V -1/2 
F    V rREV   BD 

0.49 amp 
REV 

The EMP generator voltage is 

VEMP " WBD + *rm '  F*MP 

V„^ »155 volts. 
EMP 

Ttiis Is not, however, the lowest failure voltage. Consider now, the case 

of failure in the forward direction. Since in the forward bias case most 

of the power is dissipated in the bulk resistance, then 

FWD    FWD <W H*V 
-1/2 

therefore, 

-1/2 

FWD *B 

I   «10 amperes 
FFWD 

and the EMP generator voltage is 

VEMP * *F„ (VW FWD 

V««» - 120 volts. 
EMP 
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The voltage required for failure 13 lower for the forward 

case. In fact, reverse failure would not occur since the voltage for for- 

ward failure Is less than the reverse breakdown voltage. 

For the next calculations, assume a source impedance, Rpym» 

of 100 ohms. The failure current for reverse failure using a 200 naec 

pulse is, from the previous calculation, 0.49 amperes and the EMP generator 

voltage is 

1        * V +1    • R_ 
'EMP  BD 

A
FREV ^:MP 

EMP 199 volts. 

In this case, this is the lowest failure voltage. With Lhe dioc*-*» in the 

forward direction, the current through it for 199 volts EMP generator 

voltage is 

EMP 
"FWD V*E MP 

IFWD mlM  amperes 

which is well below its failure threshold of 10 amperes. 

The preceding example illustrates that the source impedance 

can have an effect on the failure level and failure mode of a device. It 

also indicates that the device with the smallest damage constant will not 

always be the fi.3t to fail. 

(5) Problem 5. Amplifier Circuit 

*m 

The amplifier circuit shown in Figure 111-23 was analyzed 

to illustrate a general circuit simplification procedure incorporating 
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(a) CIRCUIT DIAGRAM. 

J     Rs   i<Vf v 
 ./W if    h 

10 n 5V 

B *^  ^JULK 

3K ^ ^H   ^< + 

10 pf  *^wd 

" If.t      \ 

5V- i+ETH 

i 
(b) Equivalent Circuit for 

Negative EMP 
(c) Simplified Equivalent 

Circuit for Negative EMP 

Figure 111-23. Simplification of Amplifier Circuit 
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several techniques. A negative EMP signal is used in conjunction with a 

10 oh» resistive source impedance. The equivalent circuit in Figure 

III-23(b) has been modified as follows: 

(1) Neglect R since R » Z_ 
C        C     K 

(2) Replace R. - VU voltage divider by its Thevenin 

equivalent circuit 

(3) Replace the base emitter junction with its 

reverse breakdown equivalent circuit. A bulk 

resistance of 10 ohms is assumed. 

A simplified equivalent circuit, shown in Figure 111-23(c), 

will be used for comparison with the circuit shown in Figure 111*23(b). 

There are two energy-storage elements; however, since R_. • 

3K ohms is large compared to R * 10 ohms and RQTTT£ * 10 ohms, we can 

approximate the circuit as shown in Figure III-23(c) for purposes of 

computing the circuit's time constant. The time constant is 

C C 
T " (Rs + "BULK) rVc" " (20) <8-"5 vf) " 1649 "• 

B   E 

where the equivalent capacitance is represented by the series combination 

of CL and C_. If the EMP transient has a duration of 200 nsec, then the 
is    is 

capacitor voltages will not change appreciably during the pulse. We are 

therefore justified in considering the capacitors as equivalent batteries 

whose voltage is equal to the capacitor18 charge prior to the EMP arrival. 

We will subsequently demonstrate that the cap-~itor charges in this case 

can be neglected entirely. 

pd - <BW (Id> -K t'in 
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-*, , 

where the following values are given for this test transistor 

0.1 watt-sec 1/2 

BV_. » base-emitter reverse breakdown voltage 
bo 

= 11 volts 

I. * current required to damage the transistor for 

a given pulse width» t. 

t * 200 nsec. 

we find 

Kt 
BV 

l/i , (0.1) (.2xl0~6) 

EB        dl V) 

-1/2 

20.3 amps 

Using Kirchoff's current and voltage laws, one may work 

backwards from the base-emitter junction to find the value of Eg which 

will cause the magnitude of I. given above. Referring to Figure III-23(b) 

and considering the emitter voltage to be constant at V , we find the 

base voltage as the sum of the voltage drops through the base-emitter 

loop. 

V
B " + VEQ " BVEB - Td SULK 

V- + 5V-11V- (20.3) (10ft) 

Vß - -209.3 volts 

At the base node a small current is required by the base 

biasing equivalent circuit. This current !__, is found as 
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VTH "" VB  5 • 209.2789 

•"  *TH   "     * 

lTH * ,0714 am?B 

It Is obvious that I_. can be neglected in comparison to I.. 

that 

At the base node, it follows fro« Kirchoff 's current law 

Ig * Id + ITn * 20.4 amps 

The value of E_ is therefore 

ES " "I8
R8 ' VCB + VB * -*18-3 VoltS 

Thus, if the EMP signal E - -418.3 volts and the pulse duration is 200 

nsec, the transistor will be damaged. 

Returning to Figure III-23(c) which shows the approximate 

equivalent circuit neglecting the base biasing network, we see that 

ES " VEQ - OTEB - h *BUUC ' VCB " liS 

Sg * - 417.6 volts 

which differs from the value given earlier by only 0,17 percent. Thus, we see 

why it is often permissible to neglect the effect of base-biasing resistors 

In comparison to the source and bulk resistance terms. Also, we should 

note that V  and V , the capacitor charges, essentially offset one 

another. Therefore, one might often neglect initial capacitor charges, 

especially if their voltages counteract one another of if their initial 

charge is small compared to the EMP transient amplitude. 
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If the bulk resistance were neglected, then 

\ '  VEQ - "»EB - VCB " Vs 

E  = - 214 volts 
bl 

Voltage E  Is seen to be much more conservative (lower) than E-. Neglect- 

ing bulk resistance would therefore overstate the hardening required for 

this circuit. 

b.  Computer-Aided Analysis 

The phase splitter circuit studied in the previous section using 

hand analysis techniques and presented as Problem 2 was used to illustrate 

the applicability of circuit analysis computer codes to the damage thresh- 

old prediction problem. As in the upset case, CIRCUS 2, NET-2, and 

SCEPTRE (References 9 - 11) were used for purposes of demonstration. 

The problems relating to device models and device libraries as 

discussed relating to the computer analysis of transient upset problems 

also apply to damage threshold problems. The device model problem Is more 

severe for the damage case where semiconductor elements are being driven 

into areas where they would normally never operate. Device models must 

therefore represent the devices in both its normal region of operation 

and under conditions of high current Injection and reverse breakdown. 

Models for bipolar transistors and diodes operating under these conditions 

are discussed in Appendix A and in more detail in References 12 and 15. 

For the phase splitter problem, the Ebers-Moll or change control models 

in the three codes were modified to include breakdown models across each 

device junction. This approach permits the use of existing device libraries 

whereas the use of a high current injection model requires some additional 

parameters. 
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Circuit schematics with nodes identified for formatting are shown 

in Figures 111-24 and 111-25. As in the hand analysis case, the objective 

of the computer-aided analysis was to determine the power dissipated in 

sensitive components and to compare dissipated power with power required 

for component burnout. Since damage threshold problems are generally 

performed with the circuit in a static (power off) mode, no initial 

condition problems are encountered. 

For the example analyses a 200 nanosecond variable amplitude 

pulse was applied through C. to the base of Q . Pulse rise and fall times 

of 10 nanoseconds were used. The power dissipated in the base-emitter and 

collector-base junctions was determined as a function of input amplitude 

and plots of these relationships were made. Figures 111-26 and 111-27 

show junction power as a function of pulse amplitude for the three codes 

used. To determine the circuit damage threshold, the actual junction 

power must be compared with the junction failure power as predicted by the 

Wunsch model. From the calculations performed in the hand analysis section, 

it Is known that 

P   « 16.77 Watts 
e-b 

P   * 129.7 Watts 
c-b 

Locating these points on the curves of Figures 111-26 and 111-27 yielded 

the data presented in Table III-l. This table shows that the e-b junction 

power will exceed its damage threshold at a lower circuit input signal 

(V—jp) level than the c-b junction. Therefore, one may conclude that there 

is a high probability that the e-b junction failure will result in perma- 

nent circuit damage. 

The method currently used in the computer-aided determination of 

circuit input voltage required to produce damage consists of three steps: 
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2.4  2.5  2.6 

VEMP (kV) 

Figure IIJ>26. Emitter-Base Power Versus Input Voltage 
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1. Format the circuit and determine device power (P.) 

for a series of input amplitudes (vEMp) 

2. Manually plot P. versus V. 
EMP 

EMP *v* *d 
3.  Locate V• for P, - I^t 

The three codes used to demonstrate computer-aided damage threshold 

analyses have the capability of combining steps 1 and 2 above (i.e., to 

plot P. as a function of V—-, directly. Some attempts have been made to 

incorporate the junction burnout model into existing codes (References 

14 and 15) but at this time evaluation of this approach is not complete. 

Considering the EMP analysis code development and device model development 

currently in progress, computer-aided damage analysis may become more 

practical and cost effective in the foreseeable future. The primary 

limitation to damage analyses in general Is the limited component burnout 

data base. 
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SECTION IV 

EMP SOURCE CONFIGURATION ANALYSIS 

I.  GENERAL 

The performance of an EMP Susceptibility Threshold Analysis and Sub- 

system Vulnerability Assessment requires a definition of the EMP driving 

function and related source impedance. If an EMP specification has been 

derived for the system being analyzed, and if the subsystem cabling con- 

figuration is defined, the driving function and source impedance associated 

with each susceptible subsystem port may be computed using available 

approximation methods. The theoretical or experimental basis for defining 

a subsystem EMP specification ia beyond the scope of this handbook and 

it is assumed that the circuit analyst is provided with either a common 

mode current or voltage specification applicable to the subsystem inter« 

faces for which he is responsible. Such a specification has been defined 

for B-l aircraft mission critical subsystems and is described in Figure 

IV-1. The current specified is the common mode current; that is, the 

algebraic sum of the currents Jn all of the cable conductors except the 

shield or ground plane. For the B-l, and most other aeronautical systems, 

the subsystem EMP environment is dependent on the subsystem location and 

configuration. Figure IV-1 actually represents a worst case composf-e 

common mode current specification which is applicable to all mission critical 

subsystems. Subsystems that are connected to antennas or are otherwise 

directly exposed to a free field environment are more difficult to analyze 

since the conducted interference levels must be defined before subsystem 

vulnerability analysis can commence. The coupling or energy capture analysis 

performed to determine conducted energy characteribtics is beyond the scope 

of this handbook and the results of such studies are assumed to be avail- 

able to impact hardware design and analysis. 

Given a conducted interference specification and a specific cable 

configuration, this section describes and illustrates a number of approaches 

for generating EMP source configuration models (V , Z ) that can be used 
vw    8 
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to assess subsystem vulnerability. Since every subsystem interface con- 

nector and associated cable represents a special case deserving unique 

analytical consideration, the examples presented are intended as typical 

problems such as might be encountered in actual systems» not as general, 

universal illustrations. 

2.   SOURCE CONFIGURATION ANALYSIS 

In the EMP frequency spectrum, the interface cabling associated with 

a given subsystem must generally be considered as a multiconductor trans- 

mission line. Transmission line analysis can be performed using either 

an exact coupled differential equation approach or an approximate lumped 

element multisection approach which approaches the exact solution as 

individual sections becume infinitesimally short. A more detailed treat- 

ment of these two approaches can be found in References 1 through 5. Both 

of these methods require model descriptive data equivalent to short circuit 

impedances and open circuit admittances. Since the theory has been treated 

in detail in the above references, only the advantages and limitations of 

these methods will be discussed here. 

The exact multiconductor transmission line method has the advantage 

that a solution can be obtained independent of cable length.  However, it 

is not as flexible as the lumped element section method for dealing with 

nonuniformities. Good estimates can be obtained by hand analysis using 

the exact method on long one ani two conductor cables while the lumped 

element approach would require a computer.  The lumped element approach 

reduces to a circuit problem and has the advantage of schematically repre- 

senting the interactive coupling occurring in multxconductor cables. Since 

the lumped element method reduces to solving a circuit problem, one of 

many computer codes can be used in either the time domain or the frequency 

domain.  Codes available to the analyst include ECAP II, SCEPTRE, NET-2, 

and CIRCUS 2 (References 6 through 9).  In addition, there are a number 
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of specialized codes which have been specifically developed for 

efficiently solving internal coupling problems. For example, TRAFFIC 

uses a frequency domain approach to analyze general N-conductor cables 

(Reference 10). References 11 and 12 describe other codes that analyze 

distributively excited multiconductor cables using exact multiconductor 

transmission line methods and which interface directly into TRAFFIC. 

Even though the description of subsystem interface cabling is often 

complex, EMP vulnerability assessment often requires only worst case 

estimates of signal levels and it is acceptable to make approximations to 

simplify the analysis. Several useful approximations are discussed below 

and a few will be pointed out in the examples that follow. 

The most frequencly used approximation in cable analysis is the concept 

of electrically short cables. This concept permits the use of simplifying 

assumptions if the cable length (I)  is much less then wavelength (X) of the 

highest frequency of Interest (i.e., I < j~).    As pointed out in previous 

sections, many circuits are most vulnerable to low frequency energy which 

would permit the application of the electrically -short approximations to 

physically long cables. Therefore, the cable response is determined 

primarily by the termination impedances. Given a subsystem EMP specifica- 

tion, this approach will yield an estimate of interface voltages or currents 

using a relatively unsophisticated analysis. Often hand analysis methods 

will be sufficient. 

If a subsystem assessment involves one critical port, only two con- 

ductors of the cable need be considered in the analysis. In the case 

where EMP interface responses are being sought from a critical node to 

a reference, the conductors in the cable can be grouped to form a two 

conductor plus a reference transmission line problem. This model then 

can be solved using multiconductor transmission line theory. Two coupled 

second order differential equations are formed that can be transformed 

using eigenvalue-eigenvector techniques. Two uncoupled equations are then 

obtained that can be solved by standard ordinary differential equation 
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techniques (Reference 11). Often an additional approximation can be made 

neglecting all conductors in the cable except the one directly connected 

to the critical circuit of interest. In this case, the problem reduces 

to a single conductor plus a reference which results in a single second 

order differential equation that can be solved using ordinary differential 

equations (Reference 13).  Some cablas display a high degree of symmetry 

and for these cases a large reduction in analysis effort can be realized* 

In fact» many specific cases of this type require no more effort to 

solve than the two conductor case above (Reference 14). Approximations 

of the type discussed in this paragraph frequently reduce very large 

analysis problems to problems that can be worked, with desk top calculators. 

Along with understanding the cable system for which source charac- 

teristics are desired, one should know what form of interface connector 

source data are most useful.  Ir the subsystem being investigated has 

nonlinear input characteristics or the source cable represents the drive 

for many different input?, it would be advantageous to use an equivalent 

model of the cable such as a Thevenin equivalent (see Appendix E) • 

Although, for those subsystems that have linear inputs where the interface 

cabling is not typical, it is most efficient to analyze the cable and 

subsystem input circuitry as one problem. For those cases, the signal 

levels on the critical input circuit elements are determined directly. 

The cable source information can be obtained in either of these forms 

using theoretical techniques or experimental techniques. In the case where 

the source characteristics are desired in terms of a Thevenin equivalent 

(or Norton equivalent), it is possible to obtain the equivalent from 

calculations, from measurements of the actual cable (or a similar one), 

or from references where a number of equivalent circuits have been tabulated 
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such as Appendix E. However, if a representative equivalent model la 

selected from a reference table, care should be taken to be sure the cable, 

which was used to generate the equivalent model is indeed representative 

of the cable that is actually connected to the subsystem being analyzed. 

The following examples are shown as an attempt to demonstrate a few 

of the above approaches to obtaining source characteristics. There are 

many variations of the described techniques and approaches that can be 

used by the analyst and the best approach would probably be the one with 

which he is most familiar. However, all the system data that are available 

should be used and as many variables as feasible should be included in 

the analysis. When possible, more than one approach should be taken to 

verify the model and associated approximations. The examples here appear 

in a sequence representing an increasing sophistication in the analysis 

processes. 

a.  Analysis of Electrically Short, Small Cables 

In this example, an interface electronics unit will be considered 

for assessment to EKP damage. The interface specification used to assess 

the vulnerability of the circuit will be similar to the B-l specification 

except it will specify a peak voltage instead of a peak current. The 

voltage amplitude will be 100 volts at 10 kHz and 1 kV at 1 MHz; the 

amplitude remains constant to 4 MHz and then rolls of at 3 dB/octave. 

The circuit is interfaced to an accelerometer drive unit by a 7 meter long 

shielded twisted pair as shown in Figure IV-2. 

Circuit damage threshold is dependent on EMP frequency or 

equivalent pulse duration. The Wunsch Model (Section 111) shows damage of 

semiconductor junctions to be inversely proportional to pulse duration, 

therefore ehe shorter pulse duration (higher frequencies) are less signifi- 

cant in evaluating component damage than the longer pulses. Furthermore, 
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Figure IV-2.  Interface Circuit and Cable 

the specification flattens out at 1 MHz and rolls off at 4 MHz which makes 

it reasonable to assume that frequencies above 4 MHz can be ignored. 

Using the propagation velocity of light for the propagation of the EMP 

signal on the cable, the minimum wavelength that needs to be considered is 

min max 

« 
3 x 10 

4 x 106 
= 75 meters 

The cable in this case is much less than Ä   making it electri- 
rain 

cally short (< X min/10) and therefore, its characteristics can be 

represented by a single lumped element section. Assuming that the EMP 

signal is induced on the cable in series with the 25 ohm source termina- 

tions, the problem is illustrated by the circuit in Figure IV-3. 

SPEC 1   ^w^ I 
NF»- I 500 

500 

Figure  IV-3.    The Circuit Problem 
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The L, M, and C values in this circuit represent the per unit 

length parameters for this cable times the length of the cable. These 

per unit length parameters can be estimated by the standard logarithmic 

expressions as presented in References 15 and 16 or from tables and 

formulas in any appropriate engineering handbook. A more detailed 

discussion on evaluation of cable parameters can be found in Reference 

17. For this example the following expressions were used to estimate the 

per unit length parameters. 

L± = .2 lnß ^uh/m 

[K] 

2D 
M,. « .2 In — uh/a 

[L] S 

6d 

h    M12 

Si  Pf/ 

h *i2 
9 x 1016 

Cij- 

K21 K2 

• 

cio * h - £ cij pf/m 

j*i 

where i, j - 1, 2 

L. is the per meter self inductance of the i  conductor, M. is the per 

meter mutual Inductance between the i  and j  conductors, D is the distance 

of the center of the i  conductor from the reference, r is the radius of 

the i  conductor, ij is the center t center spacing between the iC and 
th 

j  conductor, ed is the effective relative dielectric constant between the 

conductors and shield, [K] is the elastance matrix which is proportional 
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to the inverse of the [L] matrix, C . is the per meter mutual capacitance 

between conductors i and j, and C,  is the per meter capacitance between 

only the i  conductor and the reference. 

For this example the per unit length parameters were calculated 

as 

C10 * C20 = 54 pf/meter 

C12 * 32 Pf/meter 

L.,  • L- * .27 uh/meter 

M-2 = .1 uh/meter 

The wire radius used was for AWG #20 gauge wire with a 2.9 relative 

dielectric constant insulation. The transmission line losses are small 

and were assumed to be negligible. Using the above values the cable 

circuit values can be calculated as: 

L - 1,9 uh 

M - .7 uh 

Cx  * 380 pf 

C2 - 225 pf 

The voltage across the S00 ohm resistor is required for the damage bssess- 

ment. Upon examination of the circuit, it can be seen that the circuit is 

balanced and there will not be any potential developed across C-« This 

indicates the currents are equal in both conductors; therefore, the circuit 

equations can be written in the frequency domain as 

(25 + ju)L + jwM + Z) I - V 
spec 

IV-9 



where I is the current ir> either of the conductors am? Z - 5C0/(l/jü>C,) 

The required voltage can eben be solved for as 

1015 jr. ¥ 
spec 

(ju))2 + 1,5 x 107 (jw) + 1.05 x 1015 

and plotted as shown in Figure IV-4. 
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Figure IV-4. Subsystem Interface Voltage 

In thic analysis the time domain response resulting from the damped sine 

wave common mode voltage excitation will be assumed to look similar to the 

excitation signal. This is only true in theory if the excitation is 

sinusoidal or if the frequency response of the network over the frequency 

spectrum of the excitation signal is flat. In this case the damped sine 

wave excitation has a very low damping coefficient and therefore the 

frequency spectrum of this excitation contains most of its energy at the 

particular resonant frequency of the excitation« Therefore the frequency 

response data as it appears in Figure IV-4 will be used to predict the peak 
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damped sine wave response signal resulting from the excitation at a 

particular frequency as defined by the B-l specification in Figure IV-1. 

The assessment can then be accomplished using these data with subsystem 

damage threshold information. 

b.  Two Wire Analysis of Electrically Short, Large Cables 

For this example, an automatic control system, stability augmenta- 

tion unit, is to be assessed for EMP iamage. In particular, the aft 

accelerometer input is to be considered.  The B-l specification applied to 

the accelerometer end of the cable will be used to assess the subsystem. 

The cable considered here is a 5 meter 14 conductor bundle mounted along 

the inside structure of the fuselage. The circuit and cable are described 

in Figure IV-5. 
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Figure TV-5.     Interface Circuits and Cables 
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This problem will be approached by grouping the x3 conductors not 

directLy connected to the circuitry of interest and considering then as one 

conductor. This effectively reduces the cable from a 14 conductor cable to 

a two conductor cable. Each termination, source and load, for the 13 

conductor group is computed using common mode cable analysis techniques 

which define the equivalent termination to be the parallel equivalent of all 

the individual impedances tied together (Reference 13). The cable with 

terminations can now be shown as drawn in Figure IV-6. 

r ~i r i r 
100 

X 

€ 

j      KOl'TVAI.KMT CAULK        I f 

* 

U INTEKFACK J L CONTROL SYSTEM _J 

7 / / / -7-7—r~/ /////// y / / / ////// 
GROUND PLANK 

Figure IV-6. Circuit and Cable Equivalent Circuit 

Most large cable bundles will have at least one individual wire 

termination that is a very low impedance or a ground. This means the 

common mode impedance as defined will be small or zero. However, recent 

studies have shown that there is a lower impedance limit for frequencies 

above a few hundred kHz. This lower limit is approximately 20 ohm and is 

due to the mutual coupling to other higher impedance lines (Reference 13). 

For this problem, 20 ohms will be assumed for Z and Z. and these values 
s     L 

will be examined for validity at the lower frequencies later. 
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As stated previously, the EMP excitation will be defined by the 

B-l common mode cable current specification applied at the source inter- 

face.  The current is generally considered to be induced on the cable by 

mutually induced series voltages in each of the conductors.  For the 

purpose of simplicity, the induced voltages on the individual conductors 

are all assumed to be equal.  It is then necessary to compute ths value of 

this voltage as related co the B-l current.  This voltage can be estimated 

by using the total common mode impedance as seen by the B-l common mode 

current on the cable.  Using the approximate total common mode impedance of 

40 ohms and the B-l common mode current, tha induced voltages sought will 

be estimated as 40 times the B-l current. 

To complete the circuit description so an assessment can be made, 

the cable parameters must be estimated for the "two wire" cable model.  As 

discussed in example (a), damage threshold is inversely proportional to the 

pulse duration; therefore, the high frequency components of the pulse vill 

be ignored and the analysis will be conducted for frequencies below 5 MHz. 

Using a maximum frequency of 5 MHz and a signal propagation equal to the 

velocity of light, the minimum wavelength on the line is computed as 60 

meters, therefore the line is electrically short.  The cable will be 

modeled by one lumped element section.  The cable and interface circuitry 

can then be described by a circuit as shown in Figure IV-7. 

40 h-i 

<s> +       • 

I2 
A°  XB-1 

100      > 20 

fvW\ 

<$h^ •JWT\ 

Figure IV-7.  Circuit Model 
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The per unit parameters must be computed to obtain the circuit 

values representing the cable section. As indicated in the previous 

example, these parameters can be estimated using standard handbook 

expressions. Using per meter parameters and a five meter length the 

following circuit values were defined. 

M - 3.3 uh 

h±  = 5.2 uh 

L - 3.45 uh c 
Cd = 367.5 pf 

Cc - 75 pf 

Cj - 6 pf 

Either hand analysis of computer analysis can now be used to obtain the 

exact voltage, V , in terms of the other circuit elements. As an aid to 

understanding current and voltage distributions on a cable, the solution 

will be obtained by using hand analysis. 

The impedance represented by C is much larger than 20 ohms for 

the entire frequency range of interest and therefore will be neglected. 

Also, the capacitance C. is very small and its impedance to ground will 

also be neglected. The 13 conductor bundle represented by the lower part 

of the circuit is terminated with small 20 ohm impedances while the 

conductor of interest is a high impedance circuit. For dc conditions, 

the current I2 is approximately 50 times the current I.. Since 

I X « I, X^ 
im   2 m 

the voltage induced on 13 conductor bundle may be neglected. Therefore 

the current l~  may be solved for independently and then used to solve 

for I.. Once these currents ar* found, the above assumptions will be 

verified and, if necessary, the solution will be iterated to improve the 

accuracy. Using these assumptions a solution can nov be obtained using 

hand analysis. 
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. fr* 
2  8.63 x 10"8 (jw) + 1 

This expression shows I, ab being independent of I. and indicates that 1^ 

rolls off at 3 dB/octave above 1.85 MHz. Using the assumption I~  = 50 I-, 

V can be written as 
o 

Ze 40 V-l 
100+jüiL +1u50M+Z 

where 

Ze = 2K//(50 x 20 + -i- ) 

Using the appropriate circuit values, the above expression reduces to 

.953 (3.675xl0~7 (joj) + 1) 40 I 
V B-l 

8.94xl0~l4(jw)2 + 4.84xl0""7(ju>) +1 

This can be plotted as shown in Figure IV-8. 

Current I1 may be expressed as 

^5 (LI x 10"6 (jui) + 1) IB_1 
—      - • 

1  8.94 x 10"14 (jo))2 + 4.84 x 10"7 (ju>) + 1 

Upon close examination it was found that I, is approximately 50 times 

smaller than I~ over the entire frequency range of interest. Therefore, 

the calculated voltage will be assumed accurate and will be used for the 

subsystem damage assessment. 
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Figure IV-8. Interface Voltage at Subsystem 

For frequencies below a few hundred kHz the mutual coupling to 

high impedance lines will be minimal and lead Inductance will produce a 

very small impedance. Therefore the common mode impedance will be smaller 

than the 20 ohms assumed earlier. Using a lower impedance for low 

frequencies, nearly all the common mode current will be traveling down 

the large 13 conductor bundle and very little will appear on the conductor 

of interest. This will tend to reduce the voltage level (V ) at low 

frequencies and is therefore not the worst case. 

This example demonstrated the two wire approach on a cable that 

was electrically short. With a little additional effort» longer cables 

can be analyzed. The number of lumped element sections required for a 

longer cable will be approximately ü/.lA . » where I  is the physical cable 
mm 

length and X . is the smallest wavelength to be considered. The 

additional complexity of the model may require the use of a computer aided 

technique. 
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c.  Single Line Analysis of a Long, Large, Complex Cable 

This example involves the upset hardening of an Inertial Naviga- 

tion System. The common mode voltage shown in Figure IV-9 is specified. 

The cable with representative source and load terminations and the 

particular circuitry being assessed is shown in Figure IV-10. 

EMP 

,01 .1 

12 dB/oct 

Figure IV-9 

12     10 

FREQUENCY, MHz 

Measured Common Mode Excitation 

The circuit of interest here is the IK ohm source driven conductor 

with the 10K ohm operational amplifier J.oad. A rigorous approach to this 

problem would require a full N wire model of the cable system representing 

the many differentially coupled TEM modes that actually exist on the 

cable. This approach, however, would require the use of a computer code 

and large computer. An approximate approach will be taken that will allow 

the solution to be obtained using a desk-top calculator. 

The approach used is shown in Figure IV-11 and consists of 

modeling the one conductor associated with the critical circuit as though 

coupling to the rest of the conductors in the cable existed only at the 

terminations. 
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Figure IV-11. Single Line Mouel for Individual Wire 

A Thevenin Equivalent is desired for this model from estimated 

values of "Y, Z , V , and V . With the use of transmission line impedance 

expressions and the approximate induced voltages at the cable ends, the 

values for the Thevenin Equivalent can be computed. Since this analysis 

was made on a desk-top calculator, only the equations and the results 

will be shown. 

The first problem is to compute the Thevenin impedance for the 

conductor associated with the critical circuit. If the *.*ire of interest 

can be represented by a single uniform transmission line, then the 

impedance can be expressed in terms of standard transmission line equations 

One convenient form is 

ZT Cosh yl + Z Sinh yl 
7  =z Js 2  
TK   0 Zt Sinh yi  + Z Cosh yl 

L o 

where, Z is the characteristic impedance of the line, y  is the complex 

propagation constant of the line, I  is the length of the line, and Z is 

the load Impedance on the line. The length is chosen to be equal to the 
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actual length of the particular wire of Interest which for this example 

Is 12 meters. The load Impedance Is taken to be the actual source end 

Impedance to ground which for this case Is IK ohm. 

For shielded cables, all TEM modes of propagation will have 

nearly the same propagation properties. Unshielded cable bundles, over a 

ground plane, will have at least one mode, for example the common mode, 

that mil*,  have a significantly different propagation characteristic. This 

cable is unshielded and is mounted along the inside of the fuselage 

approximately two inches above the structure and, therefore, demonstrates 

a common mode propagation property quite different from that of the 

differential modes. However, for this single line mode, the constants 

Z and Y will be chosen based on differential mode propagation properties, 
o 

Differential mode properties are applicable because one or more wires will 

be grounded or have a low impedance to ground at both ends of the cable. 

The cable impedance will therefore be high between the ground wire and the 

other wires in the cable. Thus, it is conjectured that the differential 

mode determines the propagation properties. The velocity of propagation 

is thus related to the free space velocity of light by the effective 

relative dielectric constant of the insulation around the wires. Assuming 

the individual wire propagation losses to be negligible the propagation 

constant can be written as 

Y2jß-j 300  ed 

where f is frequency in MHz and e. is ehe dielectric constant (assumed 

2.3). 

The characteristic impedance, Z , will have a value between the 

impedance of two adjacent parallel wires in the cable and a coaxial line 

where all other wires in the cable act like the outer coax conductor. 

For the calculations in this example, 100 ohms will be chosen for Z . 
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Measurements of several similar cables show this to be a reasonable value 

(Reference 13). Using the above propagation constants, the Thevenin 

impedance (Z_.) was calcula.« -.' from the above expression and plotted as 
Tn 

shown in Figure IV-12. 

In order to calculate the induced voltages V and V at the ends 

of the single wire model» a simple model for the common mode current must 

first be generated. This model will then be used to approximate the common 

mode currents at the terminations due to the excitation at the source end 

of the cable. The model used is described by a single line representing 

the cable bundle as one conductor over the ground plane. A schematic 

diagram for this is shown in Figure IV-13. 

Each segment of the cable from a termination to a branch or 

between branches must be modeled as one section of the total common mode 

model. The sections will be modeled using standard transmission line 

impedance expressions and will be described by a cascade two port network 

representation as shown in Figure IV-14. 

The cascade parameters can be written as 

A - D » Cosh y  K 
c 

B » Z Sinh y  K 
c     'c 

C * ~ Sinh Y K 
z      c 
c 
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Figure 1V-14.  Common Mode Model of Cable Section 

Where Z is the common mode characteristic impedance of the cable segment, 

Y is the common mode propagation constant of the cable segment, and K is 

the length of the cable segment. The constants y    and Z can be computed 

from the per unit length common mode parameters using the expressions 

2i*f, 
/Z Y cm cm =    j 

M 
300 

cm 

Where fu is frequency in MHz and e is the effective relative dielectric 
M c 

constant between the cable bundle and the reference. For the unshielded 

b"Jidle over ground plane in this example, e is assumed to be one, but for 

a shielded cable it will be nearly equal to the relative dielectric constant 

of the insulation. The common mode per unit length parameters for this 

bundle over ground plane can be estimated as 

9K 
.2 In -r uh/meter 

e K 

9L x 10 
c 

T pf/meter 

IV-23 



where h is the height of the cable center above the ground plane and R is 

the cable radius. 

The cascade networks and common mode loads along with the EMP 

common mode excitation voltage can now be used to calculate the voltages 

V. and V . It is assumed that the voltage caused by the common mode 

current across the common mode loads is a series voltage at each end of 

the single line model for the individual wire. It is also assumed here 

that the common mode impedance for this cable will differ very little from 

20 ohms, therefore, 20 ohms will be used. The common mode currents I _ 

and I 2 in Figure IV-13 must be determined so V. and V. can be obtained. 

All common mode currents in this cable will be dependent on the EMP 

excitation voltage which was shown in Figure IV-9. 

By using current dividing expressions involving common mode 

admittances, the currents I . and I 2 can be computed. Starting from the 

right side of the diagram in Figure IV-13, the admittance at the branch 

looking toward R . can be computed as 

C + AYj 

A + BY, 

where A, B, and C are the common mode cascade parameters for the section 

of cable loaded by R  and Y. is the load I /R „). This is done also for 
c2     1 c2 

the section of cable loaded by R ,. These two computed admittances in 

parallel (algebraically summed) become the load on the cable section between 

the branches. Proceeding to the source, the current I . can be computed 

and then divided at the first branch. After repeating this for the second 

branch, I - can be found. The voltages V. and V. now simply become 201 _ 

and 20Ic2 respectively. The Thevenin open-circuit voltage can subsequently 

be written in terms of a standard transmission line equation for the single 

line model shown in Figure IV-11. One convenient expression in the notation 

of Figure IV-11 is: 
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oc 

-V 

Sinh yfc + Cosh Y* 
+ V, 

Using this expression and an HP 9820 desk-top calculator with a plotter, 

the following plot was made as shown in Figure IV-15. 

The Thevenin equivalent circuit is described by the Thevenin 

impedance magnitude (Figure IV-12) and Thevenin voltage magnitude (Figure 

IV-15) and can be used to make estimates of the voltage and current 

signals seen by the critical circuit. The circuit input impedance (10K 

ohm) is large compared to the Thevenin circuit impedance (IK ohm max), 

therefore, the voltage seen at the critical circuit will be approximately 

the Thevenin voltage. Assessment can now be made of the vulnerability of 

the circuit and if hardening is necessary, the analysis can easily be 

repeated with the added hardening devices using the Thevenin equivalent 

circuit for the cable source characteristics. 

1000 
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Figure IV-15. Thevenin Voltage Magnitude 
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d.  Computer Analysis of Long, Large Cables 

This example is drawn from the upset hardening of a digital 

accumulator in an Inertial Navigation System. The B-l couanon mode current 

is applied at the source end of the cable as shown in Figure IV-i6. The 

cable involved is 32 feet long and consists of a 49 conductor bundle mounted 

approximately two inches above the ground plane (aircraft fuselage). 

In this example» the current source is inserted between the 

source terminations and ground. The cable common mode current can therefore 

be forced down the cable independent of frequency-dependent impedances. 

ä7 
100 

4-Wv- 

-i0  I 

+ DIFF 
- AMP 

SOURCE 

TERM 

TERMINATIONS TERM 

2 K 

Figure IV-16.  A9 Conductor Cable and Terminations 
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The termination for both ends of the critical subsystem was chosen to be 

random resistive loads between 1 ohm and 10K ohms. 

Lumped element section modeling was used to obtain the voltages 

at the differential amplifier input. An attempt was made here to include 

as much detail in this 49 conductor model as was feasible. This process 

was accomplished using a large computer and computer code as described 

below. 

The actual cable analysis vas accomplished using the code TRAFFIC 

(Reference 10).  Since the lumped element section model was used, it was 

necessary to determine the number of sections required and the per unit 

length cable parameters which define the elements in each section. First, 

the number of sections required was estimated by specifying the upper 

frequency to be used in the analysis. For this analysis, the entire 

frequency range (10 kHz - 100 MHz) of the B-l specification was used. 

To satisfy the criteria that each section be significantly lass than the 

shortest wavelength of interest, 32 one-foot sections were used.  Second, 

the cable parameters were supplied by the code GEOPRMl (Reference 17). 

This code computes the per unit length self inductance, mutual inductance, 

capacitances and series losses of the cables and outputs the. data on 

punched cards or magnetic tape which is then input to TRAFFIC. GEOPRMl 

determines the parameters using logarithmic expressions for the geometric 

properties of the cable such as cable radius, spacing above the ground 

plane, conductor radius and number of conductors. However, if measured 

cable capacitance parameters are available, the program PRAM can be used 

to compute the per u lit length cable parameters for direct input to 

TRAFFIC (Referen.u 18). GEOPRMl and PRAM can also handle various cable 

geometries ranging from highly symmetric lay cables to complete random 

lay cables.  In this case, the bundle was assumed to display a somewhat 

random conductor lay. The series losses are assumed to be proportional to 

the square root of the frequency. 
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After the initial vulnerability assessment was made on this sub- 

system, upset was evident and a filter was devised to harden the subsystem. 

The frequency properties of the filter is also plotted in Figure IV-17. 

The results obtained in this assessment are shown in Figure IV-18. 

The results of the TRAFFIC cable analysis utilizing a one amp 

current source were modified to reflect the variation in the common mode 

current source as a function of frequency as shown in Figure IV-1« In 

addition, some experimental data were utilized to interpret the computer 

analysis data so that the results might compare to actual cable 

measurement data. In particular, a twisted pair in a cable bundle will 

display a differential to common mode signal attenuation ratio as shown 

in Figure IV-17 when the cable is driven common mode. 

Figure IV-17. Spectral Responses 

IV-28 



• 

•   • 

• 

>• 
ü 
c 
3 
er 
<u u 

u. 

bC 

•p 

O 
> 
AJ 
3 a 
c 
M 

3 
O 
>-. 

•H 
U 

u 
•H 

•H 

U 

CO 

I 
> 

ft) 
3 
öc 

•H 
fa 

I] 

I 1 
ft! 

(1*-">d  A   I   -  OP 0}   3P  -   ^^M«A  TuJ'ij 

IV-29 



%  > 

The common mode voltage seen on each conductor at the differential 

amplifier with respect to ground and the differential voltage between the 

terminals at the differential amplifier wa: necessary for proper assessment 

of this subsystem. Other signals and/or transfer functions are also readily 

available from this computer analysis. 

In this analysis, the time domain response resulting from the 

damped sine wave B-l common mode current excitation will be assumed to also 

look similar to the excitation signal. This is only true in theory if the 

excitation is sinusoidal or if the frequency response of the network over 

the frequency spectrum of the excitation signal is flat. In this case, the 

damped sine wave excitation has a very low damping coefficient and therefore 

the frequency spectrum of this excitation contains most of its energy at the 

particular resonant frequency of the excitation. Therefore, the frequency 

response data as it appears in Figure IV-19 predicts the peak damped sine 

wave response signal resulting from the damped sine wave excitation at a 

particular frequency as defined by the B-l specification in Figure IV-2. 

In practice, the effect of the cable network on the shape of the 

damped sine wave excitation may be required if a high degree of accuracy 

is desired. This can be accomplished by transforming the damped sine wave 

into the frequency domain by Fourier Transforms, multiplying this frequency 

function times the transfer function of the cable system, and then trans- 

forming the frequency domain response voltage back into the time domain 

using inverse Fourier Transform routines, ^his technology is available in 

automatic data handling and computer program computations form (Reference 

19). 

In addition to frequency-time domain transformations and vise 

versa, it may be required to generate K port equivalent circuits. These 

will be necessary if nonlinear subsystem analysis is required or if many 

cable system networks are to be connected. A discussion of K-port equivalent 
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circuit theory with examples is given in Appendix E. These techniques 

are also available using automatic computational techniques including 

rational polynomial admittance fitting for interface to CIRCUS 2. 
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APPENDIX A 

SEMICONDUCTOR DEVICE MODELS FOR 

HAND AND COMPUTER ANALYSIS 

The analysis of circuits for upset or damage requires that models for the 

semiconductor devices be used. The choice of a model will depend on the 

type of analysis and the desired degree of accuracy. For example, hand 

analysis of a simple flip-flop for upset may require only a piecewise 

linear model of the diodes and transistors, whereas the same analysis done 

on a computer would require the Ebers-Moll model. The following sections 

present a discussion of some models that can be used for hand and computer 

analysis. In many cases the models for upset and damage will basically be 

the same. Differences that arise in using the models for either upset or 

damage will be pointed out. 

1.1 HAND ANALYSIS MODELS 

The piecewise linear model of the silicon Zener diode shown in Figure A-l 

is used as the basic building block for establishing an approximate large 

signal, piecewise linear model for the silicon junction bipolar transistor. 

As illustrated in Figure A-l, the actual i-v characteristics of a Zener 

diode are approximated by three broken-line segments. The reverse resistance 

in 

r is shown as always being in the equivalent circuit but its effect is 

neglected since r is much larger than rr and r . The D.-V,-r, branch is 
° r fzddr 

the circuit when the anode-cathode voltage exceeds V,; whereas, D -V -r 
a z z z 

branch is in the circuit if the anode-cathode voltage is more negative than 

-V . Thus, the piecewise linear model with breakpoints at V, and -V allows 

complete delineation of the Zener diode modes of operation. 

In practice, it is usually obvious which mode of operation exists (that is, 

forward biased, reverse biased, or reverse breakdown); however, if the mode 

of operation is not readily observed, one can simply assume the most likely 

mode of operation and use the appropriate equivalent circuit (Figure A-2) 
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Figure A-l, Piece-vise Linear Model of Zener Diode 
and Corresponding i-v Characteristic 

a^iL^u^^.^^v^^^^^.^^ 

A-2 

mämämima.^^mmäiäimmamimmmääesmmim^^^^M 

-" 

VBM* 

I      1 



' '   '  . 

* & 

X   J# 

j 

I I 
T> »- 
J* — 
<0 O 
0) 
u •*-» 

OJ   c     *    • 
I     41   N   I 
ft) — => 
«/»   fl> > 
t-    >    •    — 
• 'Z £ >   3   V    O 

ae UJ > — 

3 
U I 

0) .-    - u 
KlUtl 0 

+ 
V 

> 0) 

CO   C 
i   a> a» — 

i- > 
4) — 
>   3 

V   « 

N   01 
v cr> 
«UJ   i   - 

-O 

«3 
*-» 
•H 
9 
U u 

•H 
O 
u 
c 
a 

i-i 

t 
3 
5* 
O 

1 

a 
c 

CM 

0) 
>-> 
3 

I 

I 

I 
% 

fo*^~Jl 
3   + 
Ü -o  u  >. 

4» — — 
i/i  o    c 
«0        0 

.—     4-1 

OD   C — 
i   a> 

Tj —     • 
L.   «0 "C 
<t> > > 

2-5 A o a _ 

' --  -•-!     IIIMI—III Ill 



1.1 (Cont.) 

to calculate the resulting currents and terminal voltages.  If the results 

agree with the assumed mode, the analysis is complete. For example, if 

the diode is assumed to be forward biased and the resulting current is in 

the forward direction and the terminal voltage exceeds V., then the 
d 

assumption is valid and the solution is completed. 

On the other hand, if the current and terminal voltage calculated using the 

particular equivalent circuit corresponding to the assumed mode of operation 

(Figure A-2) contradict the current direction and terminal voltage required 

to make the equivalent circuit valid, then the analysis is completely 

invalid and it will be necessary to choose one of the remaining equivalent 

circuits and repeat the analysis until a valid result is obtained. In 

actual practice, the analysis process is not quite as bleak as indicated 

above since the appropriate equivalent circuit is usually found on the 

first assumption; only rarely is a second analysis necessary. In fact, if 

a Zener diode is imbedded in a network, it is usually good practice to 

assume the diode to be an open circuit (essentially using only r as the 

equivalent circuit for the diode and assuming r is much larger than the 

network's impedance, thus considering the diode as an open circuit) and to 

calculate the network's input signals required to produce a diode terminal 

voltage of V, or -V .  If the network's input' signals exceed the bounds set 

by the V, and -V breakpoints then the appropriate equivalent circuit can 

readily be selected and a valid solution will result. 

1.2 THE BIPOLAR JUNCTION TRANSISTOR (BJT) MODEL USING ZENER DIODES 

The basic bipolar junction transistor (BJT) consists of two equivalent 

diodes in such a close configuration that the fields of the two diodes 

interact. The two-diode concept as depicted in Figure A-3 is convenient 

for investigating the large signal behavior of a transistor. The Zener 

voltage for the base-emitter diode is assigned the value BV___, the break- 
EBU 

down voltage emitter to base; whereas, the Zener voltage for the base- 

collector diode is assigned the value of BV_--., the breakdown voltage 

collector to base. The current-controlled current generator ßi is active 
b 
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1.2 (Cont.) 

only when the base-emitter diode is forward biased; the fli. generator is 

zero when the base-emitter diode is reverse biased or in the Zener break- 

down mode. 

The various modes of transistor operation are determined by the operating 

state of the two diodes used in the transistor equivalent circuit. The 

active transistor characteristics are exhibited when the base-emitter 

diode is forward biased and the colleetor-base diode is reverse biased. 

In the active mode of operation the base-emitter input driving point 

impedance (DPI) is h. and the terminal currents are related by i = ib+lc* 

where 

4 

"v y 

% * 

; 

Bi. and i - (1 + 6) i. . be D 
(A-l) 

* / 

The forward-bias breakpoint of the base-emitter diode defines the cutoff 

point; whereas, the forward-bias breakpoint of the collector base diode 

defines the saturation point. There are many modes of operation for the 

simple transistor because of the various combinations of conduction 

associated with the two equivalent diodes. Since there are two diodes with 
2 

three states each, there are 3 » 9 modes of operation for the single 

transistor. These nine modes are tabulated in Table A-l. 

* 
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TABLE A-l 

TRANSISTOR MODES OF OPERATION 

Mode (Diode Status) Comments 

No. BE Diode BC Diode 

rev. rev. 

rev. for. 

rev. BD 

for. rev. 

for. for. 

for. BD 

BD rev. 

BD for* 

BD BD 

Cutoff Region 

Collector-Base Conduction When V < V« 
c  B 

Collector-Base Breakdown When V > V« 
c  B 

V > V 
E   B 

V > V 
E  VB 

Active Region 

Saturation Region 
- ,.  .  -.«..,  «  I.  (or Base-emitter for 
Collector-Emitter Breakdown!, .   . . .. ,. . 

/biased & V high 
Base-Emitter Breakdown    (enough for0 BD. 

Emitter-Collector Breakdown or V„ < Ve & VB > V 
i5    E    B' c 

Usually Impossible unless R„ &/or R external 
E       C 
resistors are present 

It is not necessary to memorize Table A-l in order to investigate transistor 

circuits for upset and damage resulting from an EMP condition; it is usually 

sufficient to realize that the transistor does, under large signal excitation, 

exhibit the two-Zener diode equivalent circuit behavior and that conduction 

paths are possible between any pair of terminals regardless of the polarity 

of the EMP excitation. By using a systematic approach, all worse-case damage 

and upset conditions can be found. 

1.3 CIRCUIT EXAMPLE 

The circuit shown in Figure A-4 is chosen as a test circuit to illustrate 

the various modes of transistor operation that can be experienced when 

transient input signals are impressed on the base, emitter, collector, and 

power supply terminals. The basic circuit consists of a single NPN tran- 

sistor whose base is biased by the voltage divider consisting of R and R_, 

and whose collector and emitter loads are ^ and R^., respectively. The 
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1.3 (Cont.) 

R1~R2 volta8e divider establishes a base voltage of approximately 5 volts 

and the emitter potential follows the base voltage by emitter follower 

action (actually the emitter voltage is one diode drop lower in potential 

than the base, but this base-emitter drop will be neglected here for 

simplicity). Thus, both V„ and E  are approximately +5 volts. The 

quiescent emitter current is approximately 5 ma = (V.,_/R_), and with a high- 

ß transistor, the collector current is also about 5 ma.  The collector 

voltage is found as Evl - I_R~ * + 15 volts. Therefore, the transistor is 
Du    L L 

operating in its active mode with its B-E diode forward biased and its 

collector-base diode reverse biased (mode 4; Table A-l). 

1.4  BASE INPUT TRANSIENT 

The test circuit is first subjected to an input signal applied to its base 

terminal as shown in Figure A-5. When E._ rises positively from zero, the 

transistor is taken through its active region (Figure A-6). At E.ß 
: + 10 . 

The collector potential has dropped to base and emitter potential and the 

saturation point is reached. Further increase in E  carries the transistor 

farther into the saturation region (mode 5, Table A-l).  In the saturation 

mode, the collector, base, and emitter potentials are approximately equal. 

As the base input signal takes negative excursions, the transistor first 

experiences the cutoff region (mo'e 1; Table A-l), then the base-emitter 

breakdown region (mode 7, Table A-l), and finally collector-base breakdown 

occurs in addition to base-emitter breakdown (mode 9, Table A-l). Thus, 

transient input signals impressed on the base of a transistor, which has 

both a collector resistor R_ and an emitter resistor Rp, will cause the 

transistor to experience five (5) possible modes of operation. The worse 

case with respect to possible transistor damage occurs in mode 9 where both 

the base-emitter and the base-collector junctions are operating in the 

reverse breakdown mode. 

Referring to Figure A-6(a), it should be noted that the plot of v , v , and 

v„ versus E.ö are designated as the transfer characteristic curves since the 
r. 10 
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1.4 (Cont.) 

respective slopes denote the circuit gain from the E.ß input to the output 

represented by a given curve. It should be also pointed out that the plot 

of vB versus E._ is the unity-slope line since E._ is applied directly to B ID ID 

the base and the vB curve thus represents E._ versus E._. A similar 
D ID ID 

relationship will apply to any electrode upon which the input signal is 

impressed. 

In Figure A-6(b) is shown the current-voltage characteristic of the transistor 

test circuit as seen by the E.„ signal source. Of particular note is the 
IB 

fact that the slope of the i-v curve represents the driving-point admittance 

(the reciprocal of the slope represents input driving-point impedance, DPI. ) 

as seen by the E._ signil source.  It is noted that DPI.  is different for 
IB in 

each mode of operation. The DPI  values are found as the series-parallel 

combination of impedances exhibited by the simplified equivalent circuit that 

applies to the given mode of operation. A shorthand notation is used to 

denote the DPI. experienced in each mode where (R ||R_) denotes the parallel 

combination of resistors R, and R0, etc. (see Appendix 0). 

1.5 EMITTER INPUT TRANSIENT 

Shown in Figure A-7 is the same transistor test circuit, but with the input 

transient signal impressed upon the emitter. The different aodes of transistor 

operation experienced for an emitter-input excitation are shown in Figures 

A-8(a) and A-8(b). Notice that only a narrow active range exists, but that 

four other modes of operation are also permissible; namely, saturation, cut- 

off, base-emitter breakdown, and emitter-collector breakdown (mode 8; Table 

A-l). The worse case with regard to possible transistor damage occurs in 

mode 8, emitter base breakdown, which takes place for large positive (+) 

input signals. Five modes oC transistor operation exist. 

1.6 COLLECTOR INPUT TRANSIENT 

In Figure A-9 is shown the same transistor test circuit being driven by an 

input signal applied to the collector terminal. The resulting modes to which 

the transistor is subjected by this collector input signal are depicted in 

A-12 
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Figure A-8.   Emitter Input Characteristics 

of Transistor Test Circuit 
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1.6 (Cont.) 

Figure A-10(a) and A-10(b). The active region is quite large, but eventually 

collector-base breakdown occurs for a sufficiently high positive (+) input 

signal. The worse case condition for possible transistor damage occurs for 

a high positive input signal which causes collector-base breakdown. Five 

possible modes of operation are experienced. 

1.7 POWER SUPPLY BUSS INPUT TRANSIENT 

When the input transient is impressed upon the E.. buss as shown in Figure 

A-ll, an interesting case exists. In order to find the driving point 

impedance existing in the active region (Figure A-12), a derivation of the 

feedback amplifier configuration is performed. Because this DPIiR value 

is difficult to evaluate, a short derivation is presented as an additional 

note. There are two worse case modes to consider; for high positive input 

values, collector-emitter breakdown takes place; whereas, for large negative 

inputs there is breakdown from emitter to collector. 

* Note:  Derivation of DPI seen by E.. in active region; Figure A-12, 
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1.7 (Cont.) 

Note (Cont.) 

DPI, - -=± 
in  I. 

•i • 'n+ hi 

h • hl + r21 where I.* - current in No. 1 circuit caused 

byE12 

I„ • current in No. 2 circuit caused 

By superpo 

X21- 

sition (and DPI): *J    I. 'il 

R1 + [R2" {hie+ (1 

.    -      -     lR2 

+    ß>    h\] 
1 

B           ll lR2 + K +    (1   +   ß) 4| \  • 

X22 * ÄÖ& and xi2 * iS» 

•*• Setting E.. - E.2 - E. the total I- - I., + I21 

TTTT7) «,|J JJ1 + [^ + {i.1. + a+B)RE)H 
TP7 ie 

E, 

i        DPI in (  »X+ftH   {hle + (1 + B)MJ        1 

R2 • |hlc ? a ? » RE| J 
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1.7 (Cont.) 

Note (Cont.) 

Therefore DPI in 

Rl K  11 Ke + (1 + B) RE}] 

LR2+ f^ K*+ (1 + a) *F} 

for high-$ transistor where 

fhle + (1 + 3) Ü  » R2    and     Rl + 0) RJ  » h. 

(-4 * h] [^ v] DPIln   „, 

o»**«IHl- *F- 3.2 K 

1.8 VARIATIONS OF THE BASIC TEST CIRCUIT 

The basic test circuit described above was presented to demonstrate the 

modes of transistor operation which one could experience under various 

input signal conditions.  It would be almost an endless task to consider 

all variations of the basic test circuit, but the above discussion should 

alert the circuit designer to the various aspects of transistor operation 

that can be expected when one deviates from the normal operating region. 

If certain resistance values; namely, R_ or R , have zero value, then the 

entire circuit results presented above would be altered and some very 

severe damage conditions could exist.  In the above tost circuit, the 

large external resistor values protected the transistor from damage 

unless extremely large transient signals were experienced.  In I act, 

bulk resistance was completely ignored because in comparison to the 

external resistors, bulk resistance would be swamped out. However, if 

either R^ or R„ were zero (or bypassed with large capacitors), then 

input currents in these cases would be limited only by bulk resistance 

or the signal source impedance. 
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1.8 (Cons.) 

When analyzing a circuit such as a saturated switching circuit for upset, 

one may have to consider all nine nodes of transistor operation listed In 

Table A-l. Although the circuit operates normally between the cutoff and 

saturation regions (modes 1 and 5) the transient upset signal can drive the 

transistors of interest into any of the listed modes. Trr some umset anal- 

yses, the n-parameter amall signal model of a transistor nay be used* 

For this model parameters such as 6, h , h , etc. are used. This modcJ xe  oe 
is discussed in most references on transistors, and therefore will not be 

discussed further. 

1.9 COMPUTER AIDED ANALYSIS MODELS 

Currently, most transient analysis computer programs utilize modified 

Ebers-Moll models of the diode and transistor or their charge-control 

equivalent. In their normal form such models do not predict breakdown 

and are probably not valid for high forward junction currents. A typical 

modified Ebers-Moll model is shown in Figure A-13 for an NPN transistor. 

The capacitors C_ and C_ and resistors R.. and R  are modifications made L       t DD       CC 
to account for turn-on time, turn-off time, storage time and bulk resistance. 

The current I  is generally represented by an equation of the form 
8vc I  • I  (e -1) where v is the voltage across the junction and I_c is the re   t-b tb 

junction reverse short circuit current (positive voltage responds to 

forward bias voltage). For large negative voltage I  = I_c. Thus, the re   t<b 
transistor model can be seen to predict a reverse current I _ for all nega- Eb 
tive voltages. In reality, once the reverse avalanche voltage of the 

junction is exceeded (breakdown occurs) a large negative current will flow. 

This breakdown phenomena will have to be added if computer codes are used 

for damage analysis and foi some upset analyses. Consider also the base 

resistance R. . In the computer upset analysis example predicted in the 

EMP Susceptibility Threshold Analysis Handbook R.. was obtained for a 2N705 

transistor operating at base low currents. Its value was determined to be 50ft. 

Even in the upset analysis the normal base currents of the "on" transistor 

are approximately 6 ma. This results in a voltage drop across R.. of 0.3V 

which, when added to an approximate germanium junction voltage of 0.3V, yields 

.1 rather high bane-emitter terminal voltage of 0.6V. At the high currents 

required lor forward junction damage this resistance would result in 

erroneously high terminal voltages and powers. 
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1.9 (Cont.) 

Computer models for junction semiconductors may be modified to account for 

breakdown by placing the model used in hand analysis for reverse breakdown 

across each junction, provided the analyst has an electrical model of the 

Zener diode available. Other elements which can be used to shunt these 

junctions are shown in Figure A-14.  In the (a) portion of this figure the 

resistance R is made large so as not to interfere with normal junction 

parameters.  I is then made a mathematical function of the voltage across 

R to yield the desired V-l reverse characteristic.  In the (b) portion of 

Figure A-14 the diode Dl is an ideal diode and is used to prevent current 

flow due to VDT. until the breakdown voltage is exceeded. V__ is given the 

value of the junction breakdown voltage and R- the value oi the ieverse 

direction bulk resistance. The models are placed in the circuit such that 

the polarities indicated for V will reverse bias the shunted \unction. 

Breakdown and high current injection effects may be incorporated in the 

basic transistor model more elegantly by modifying the mathematical relations 

for junction voltage and current aid making R., and/or R  a current dependent 
bb       cc 

resistor (Reference 16). However, within the present limits of upset and 

damage analysis accuracy the above mentioned shunting models are felt to 

be adequate for any contemplated computer damage analyses. 

In most computer analyses programs one can define his own models. For 

example, a low frequencv n-parameter model of a transistor such as shown in 

Figure A-15 could be used in a dc threshold upset analysis. This model 

could be made more sophisticated by the addition of input and output 

capacitances. The information needed to construct this model is usually 

available from manufacturer's data sheets. 
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APPENDIX B 

DAMPED SINE WAVE TO RECTANGULAR PULSE 

CONVERSION FOR EQUIVALENT PERMANENT DAMAGE 

The damage constant, K, derived by Wunsch (Reference 11) for semiconductor 

junction devices is based on a rectangular pulse.  However, the B-l bulk 

cable current specification is given in terms of a damped sine wave.  To 

be able to use the Wunsch damage constant one must be able to relate the 

period of the damped sine wave T to the period of a rectangular pulse T , 

of the same peak amplitude, that produces the same device damage.  For a 

sinusoidal waveform, junction failure may occur in either the forward or 

the reverse bias direction. Failure in the forward bias direction is most 

likely to occur when the source impedance is small and cannot effectively 

limit junction current to non-destructive levels.  In this case the volt- 

age of the generator need not exceed the breakdown voltage of the device. 

Reverse bias failure will occur when the source impedance is sufficient to 

limit the forward current to a non-destructive level but will permit failure 

level reverse current to flow.  In many cases the current required to 

produce failure in the forward direction is much larger than the current :se 

required in the reverse direction. 

The Wunsch expression for the power required to cause junction failure for a 

rectangular pulse is * 

PF • Ktp "
1/2 (B-l) 

where K is a device dependent constant and t_ is the time to failure.  The 

energy required to fail the device is 

Ep    /  F KtF"
1/2 dt (B-2) f 

B-l 
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or 

Kt. 1/2 
(B-3) 

where Ep is the failure energy. Equation (B-3) may also be written as 

K = EptF 
-1/2 

(B-A) 

Since K is device dependent and is independent of waveform one can use this 

expression to equate the failure energies and times of various waveforms. 

That is 

E      t_1/2    -    E      t"1/2 

**! CF1 fcF2 CF2 (B-5) 

Consider the simple circuit shown in Figure B-la. For a positive going rect- 

angular pulse at the j 

through the device is 

angular pulse at the generator of amplitude V (V » V_), the current 

g 
(B-4) 

The energy absorbed by the device during the pulse is 

Vn I T 
Dop 

(B-7) 

where T is the pulse width.  If t'iis pulse is just sufficient to fail the 

device then 

B-2 
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f. 
(a) Simple Circuit Analyzed for V < V 

g  BD 

(b)  Device Waveforms for V < Vn_ g   BD 

Figure B-l. Vg < VßD 
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Tp - TF (B-8) 

and 

E  - E (B-9) 
P     * 

Substituting these quantities into Equation (B-4), the damage constant for 

the device is 

1/2 
K  » Vn I t ' (B-10) 
p     D o p 

where the p subscript indicates that the damage constant was obtained for 

a rectangular pulse. 

For the same circuit (Figure B-l), assume a sine wave generator voltage.  If 

the input signal does not exceed the breakdown voltage, the waveforms of 

Figure B-lb will hold. 

It is assumed that the device loading will not cause distortion of the 

generator waveform. The input voltage, V , is 

V  - V sin u>t f9t  ,,. 
g     o (B-ll) 

where u is the radian frequency, but 

(i)     a      ZlTf     *     —— 
% (B-12) 

B-4 
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so that 

V     «    V   sin — 
8 o T (B-13) 

where T    is the period of the sine wave.    The current during the conducting 

portion of the cycle is written as 

.      2irt 1=1      sin     
o T 

s 
0< t  <    -f- (B-14) 

where 

I      *   IT o R (B-15) 

and 

V     »    Constant 0 1. l i    J (B-16) 

The energy absorbed by the device during conduction is 

/ V dt 
(B-17) 

or 

/ 
VI      sin   ^   dt 
Do T s 

(B-18) 
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Performing the integration, one obtains 

D O   8 (B-19) 

If the sine wave is just sufficient to cause failure in the forward bias 

direction,  then 

(B-20) 

and 

Es      "      EF (B-21) 

using these quantities in Equation (B-4), the damage constant is 

m     J   T 
1/2 

(B-22) 

where the s subscript indicates that K was obtained from a sine wave. 

K    and K    (Equations B-10 and B-22) are equated giving p s 

Vo'p 
1/2      VTVo 

T «.     J  T 

1/2 

IT s (B-23) 

or 

T      «    0.203 T 
P » (B-24) 

but 

Ts    "     7s- (B-25) 
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therefore 

T
P - IT (B-26> 

s 

Equations (B-24) and 0-26) show the relation between a sine wave of a given 

frequency or period and the pulse width of a square pulse necessary to pro- 

duce the same forward bias damage. 

In the case where the input voltage exceeds the junction breakdown voltage 

and failure is assumed to occur in the reverse bias direction, the circuit 

shown in Figure 2a will be used for the analysis  The analysis based on a 

rectangular pulse for reverse breakdown is the same as for the forward 

case except that the expression for I is now 

V - V 
I  .  °   BP 

o      R (B-27) 

where V  Is the reverse breakdown voltage of the device. The damage 
oD 

constant K in this case is still given by Equation (B-10) with IQ given by 

Equation (B-27). As stated by Wunsch, K does not have the same numerical 

value for the forward bias* and reverse bias cases, only the same general 

expression. 

For a sine wave applied to the circuit of Figure B-2a, the waveforms shown 

in Figure B-4 will hold. These waveforms are  not drawn to scale and are 

used only to Indicate relative waveshapes. To simplify the analysis, the 

t - 0 point has been shifted as shown in Figure B-2b. The input voltage is, 

therefore 

V  . Vo cos ££ (B.28) 
8 s 
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(m) Simple Citcuit Analyzed for Vg > VBD 

t - o 

o o 
(b) Device Waveform» for Vg > VBD 

Figure B-2. Vg > VBD 
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During the time that the input voltage exceeds the device breakdown voltage 

BD fi'if (B-29) 

and 

2irt 1    =    1    cos —•— 
O T s f £«if (B-JO) 

where 

V    - V o        BD 
(B-31) 

The energy absorbed by  the device during breakdown is 

r Vnn I    cos —     dt BD    o T s 

Performing the integration and evaluating the limits 

(B-32) 

ir BD   O       S .       TTT E      =       sin —- 
ST T 

(B-33) 

In order to evaluate this expression further, a relationship between T' and 

T is needed.  Figure B-3 shows the first half cycle of the input waveform 
s 

with the device breakdown and time, T', indicated«  From this figure one 

can see that when V » V 

' -r (B-34) 

B-9 



• '  "t 

l  = 0 

Figure B-3. Half Cycle of Sine Wave Showing 
the Relation Between : and i1. 
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Inse 
rting these values in Equation (B-28), one obtains 

BD cos 
ITT (B-35) 

or 

%    -1 VB -2-   Cos  f 
o IT 

(B-36) 

Equation(B-36) is now 
used in Equation (B-33) to obtain 

.Viojs    8in Cos 
v 

-1    VBD tB-37) 

but 

Cos 
V 

-1    V3D Sin 
-i -Of)' 1 

(B-38) 

so that 

'BD 3* [ • -ftl 
1/2 

(B-39) 
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If the tine required to f*il the device is the time above breakdown, then 

T* = t. (B-40) 

and 

E  = Er s     f 
(B-41) 

The damage constant, Kt is determined by inserting Equations (B-40) and (B-41) 

into Equation (B-4) 

VBDZo 
M 

-1/2 

it  Cos 
1 (>). 

1/2     (B-42) 

Equating the damage constants K and K one obtains 

VBD lo Tp 
1/2 

VBDXo 
>m 2 1 1/2 

i     ir Cos"   J ^BD ] 

T1/2        (B-43) 

or 

B-12 

o 



"St * 

'••• 

; 

' 

•(W 
ir Cos 

"ft) 

(B-44) 

Equation (B-44)gives the relation between the period of a sine wave and 

the width of a square pulse which will produce equal degradation in the 

reverse bias case. 

Figure B-4 shows a plot of -.  I        ersus V /V^.  From this plot it can be 

seen that for values of V /VB_ g -ater than 1.5 the value of T /T o nD p s 
approaches that predicted for the forward bias case of Equation (B-24). For 

values of V /V__ less than 1.5, the ratio T h    differs from the forward 
o BD ' p s 

bias case and can be read from the expanded curve of Figure B-5. 
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APPENDIX C 

ELECTRONIC CIRCUIT ANALYSIS AND DESIGN BY 

DRIVING-POINT IMPEDANCE TECHNIQUES 
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Electronic Circuit Analysis and Design by 

Driving-Point Impedance Techniques 

RUBEN D. KELLY 

Abitract—By using driving point unjwdar. e (DPI) techniques s 
systematic approach to the analysis of electronic circuits can be 
developed which helps the cgineer gain insight into circuit action. 
The answers, r-:prw**nting the circuit's currents voltages, gains, and 
driving-point in-pedances, sre written down by inspection of the 
original circuit diagram without resorting to equivalent circuits of flow 
graphs. The resulting answers ate in a most simple form which can be 
easily interpreted by ineiperienced persons since the relative magni- 
tude of each factor is known. Thus, the student rapidly obtains a 
"fee!" for electronic circuits. The method can PISO be used to comple- 
ment a computer-aided circuit design and analysis. 

A tutorial treatment of the fundamental methods is presented and 
two examples are gi-'en. The simple example, which is complex by 
ordinary standards, has five input signals snd three active elements; 
yet the output signal voltage is written out by inspection with each 
step explained. 

The second example, a rwo-stage transistor feedback amplifier, 
is used to demonstrate how the fundamental concepts are applied to 
complex feedback circuits. The gain, input impedance, and output 
impedance of the feedback amplifier are found and approximates 
are used to compare the answers to ordinary solutions given for such 
amplifiers. Ihe answers obtained by DPI analysis methods are also 
compared to equivalent answers found by node analysis. 

INTRODK TION 

SOON atter the advent of the transistor, it became 
apparent that a new method of teaching elec- 
tronics would Ije required if a teacher hoped to 

keep his students abreast with the myriad of new elec- 
tron devices and circuits. Most every electrouiker1 had 
developed his own methods so that he had a "feel" for 
electronic circuits Manv teachers had used Thevenin's 
theorem to reduce a circuit to a single equivalent 
impedance and single equivalent voltage in order to ex- 
plain more nmi,l> ihe concepts of frequency and 
transient response Thevenin's theorem also was used to 
simplify the « oncept <>f one circuit loading or interacting 
with another. With no systematic circuit analysis 
techniques available except loop and node analysis, the 
average person found it difficult to develop a feel for the 
elet ironic circuit, especially if it was \ery complex 

A new systematic electronic circuit analysts and de- 
sign technique, designated driving-point impedance 
(DIM) analysis», has been develoj»ed b\ the author for 

Manuscript rec« ived \pnl 20, 1971» 
The minor i« »ifh the Department of Eugincmng and Computer 

neiice, I'mversily of New \le\uo.   Mbuquenjiri', \. Mex. 
1 An i'lectroiiiker i- an individual capable of anal)ring, designing, 

add constructing electronic cirruitr). 

use in tea«. > img cleetronics at the University «»f Neu 
Mexico. By using a lew fundamental circuit concepts. 
which (he average st jdent tan eabil\ master, one «an in 
tt verv short perior ol time Iwconte proli« tent in tin 
analysis of the most complex circuit* and «1» velop. -* 
one student so vividly descrilwd it, a "gut leehng" l«n 
electronic circuits IHM analysis allows the student t<> 
write out answers to complex circuits by inspection, ami 
l>ecause the answers are products and or sums of simp!« 
terms, the student rapidly learns how to approximate 
answers. 

Two years ago, Kin land Air Force Base (KAKB). 
under a special services contract, employed the author 
to teach a 25-lecture beginning course in electronic 
circuit analysis and design using DIM analysis tech- 
niques. The beginning course was so successful that a 
second more advanced course was offered the next 
semester. Since that time both the beginning and ad- 
vanced course have been repeated. The classes It 
KAKB consisted of students who are electrical engi- 
neers, technicians, and nonelectrical engineers. Although 
there were excellent students in each category, some ol 
the best students were technicians and nonelectric.«.' 
engineers, which indicates that DIM analysis can IM« 

mastered' by anyone interested in electronics. KAKB 
personnel have found DIM analysis to be ver\ valuable, 
especially as an aid in complementing « omputer analysis 
of electronic circuits. In the following paragraphs thv 
iasic concepts ol DIM analysis will be explained and a 

feedback amplifier will l>e analyzed to demonstrate tin- 
capabilities of the DIM analysis technique. 

The current divider equation and the voltage-divider 
equation are indispensable for the analysis off electronic 
circuits by the DIM method. Referring to I-ig. 1, it is 
noted th.it the output voltage appears across the parallel 
combination of R$ and AY In order to maintain sim- 
plicity of answers the equivalent resistance represented 
by the parallel combination of R> and R.\ will be denoted 
by the shorthand notation (R>] R3). The magnitude i . 
(/\J!;/?J) ran be determined as the product divided l»y 
the sun.; thus. (R: /V») = (R.R*) {Kt + Ri). ihe short- 
hand notation is extended if more than two resistant «> 
are in parallel; for example, the parallel combination >i 
the three resistors Rt, /?„, and R, is denoted as 
(Ä*|jRj,IR,), however, the magnitude of (R, Rt R,) ran 
be best calculated b\ taking two resistances at a tin*.«.* 
and utilizing the product divided by the sum twhi« h 

• 
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\ • I«,//«,) J 

VOI I«9«- 0i »id« r 

'- dual i o- . 
(   1.     1 

3 t vs. 
•y Cgrr«nt-Div.Jer Equation 

Kit    1      Series-parallel  nuuit  demontstrating  voltaic-divider and 
current-divider equation*. 

applies to only two resistors in parallel); thus, 
(Rt RjR.) -(j£| Ry)\'(/?,). First, calculate (lf,j|K,) 

= /crq; then find #Ull*.- 
Making use of the shorthand notation for parallel 

resistors, the current supplied by .'\i for the circuit 
show n in Fig ! is 

/-i Ei 
/i =    -    = - ~,r~; 0> 

DPI«    /?, -F </?, /e3) 

The output voltage Eo*t is the Ohm's law voltage drop 
across (£«}!&) caused by h; thus 

+ (* 
r  (*J*») i 
LA, + (*,!*,) J (2) 

The latter form of the £out expression given by (2) is 
designated as the voltage-divider equation. It can be in- 
terpreted as follows. In o series circuit, the voltage across 
any series clement is found by multiplying the applied 
voltage by the value of the particular series element 
(across whose terminals the voltage drop is desired) and 
dividing the result by the summation of all the series 
elements. \ sing shorthand notation for parallel elements 
simplifies the appearance (and interpretation) of the 
resulting equation. 

Referring back to Fig 1, it is noted that the total cur- 
rent /i was easily found by dividing Et by the DPIj» as 
seen from the E\ viewpoint With the value of I\ known, 

Jw s 1%R% 

current divider   equation   is derived  as   follows     I he 
voltage across K- and Ri is /i (R*R\).   The run ml  /• 
flowing through Rj is fouial bv Ohm's law as |the v«4l 
age across {R*\Rt) | divided by (#*). yicldiin; 

RRi   n 

/.. m 
ly(R    R>) 

R: 

r   r R;Rt V 

A' 

L*,+ *J (M 

The latter expression for I* given in (.V) is known is ihe 
currerft-divider equation. It may U* interpreted .is 
follows. The >. urrent through a particular «lemetil i»l .i 
two-resistor par.ilh-l ciiinbiii.ttioii is lotind l>\ inuliiph mg 
the to»,«I current entiling line node b\ the value ol :\u- 
Opposite resistance and thru dividing the iratitt l>\ ilu- 
Stim of the two resistances. Il moie th.m two eVniei'ts 
are in parallel interpret iFe opposite usistancc to 
mean the parallel combination of all elements except 
the one through which the cut rent is desired. For ex- 
ample, if IT is flowing into the parallel combination of 
three resistors R,, A\. and R . and it is desind to und ir, 
the result is 

LA', f (A\ AVj 
equivalent 
opposite res:>t.irue. 

/        /. r1 

Using the current-divider equation, the current   /. 
Fig. 1 is easily obtained as 

r   K-   i 
U •+ A\J 

One more simple example will be cited to demonstrate 
the simplicity of the method. The expression for /*!,,, in 
Fig. 2 is seen to lie /•/?« h\ < mm s law voltage drop. The 
current /»can l>e found by tust writing I\ .is (Et, DITin) 
and then applying the current-divider equation at the 
Rr Ri node to find / . and again applying the current- 
di\ ider equation at the A\ K* node to find /«. The result 
of £„«lt found by employ ing the current -divider equation 
is 

* L/C, 4- (/?:)[*, + '{k'Mit + Jts))JL*, + |äI + (Ät)|K*s + M-IU« + *i +  R*J 
(6) 

/> 

/i 

/» = /« 

i* :s desired to determine the current flowing through The voltage £out in Fig. 2 can l>e written out just as 
e.»< h of the parallel resistors /» and It.   The currents easily by utilizing the voltage-divider equation. The 
through each member of a parallel branch can l>e derived voltage at point A can first lie obtained by applying the 
for each ptoblem, but a simple • urren'-divider expres- voltage-divider equation to l'.\, R%, and the remainder of 
sioii can be found which will apply to all cases. The the circuit. With the voltage at point A known, the 
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(a) (bj 

r ig 2.    Circuit for finding £„« by the current divider 
and/or the voltage-divider technique. 

, ...r*S: s 
-0«"0"    I V      f. 

!«- •[> *(1 ••>%] 
l-.ite< 

<b) 

II  • 8) 

r-lL 
£•.      L— \ M. he  -  jj 
1    ' > I-   U.r-        L 1   •  B   J 
I , J Co-on 

[•] 

"I) 

i ig. 3. Ripnl.tr transistor characteristic* (current-controlled cur- 
reni «ource». (a) Symbol*, equivalent circuit, and current rel.i- 
ti"ii,hips   (Hi Base DPI, u < Ktntttcr DPI. (d1 Collector DIM 

voltage at point B can IK- obtained by applying the 
voltage-divider equ.ition to \'A and the circuit branch 
from point A to point b. Finally, the voltage £0ut is 
obtained li\ once again applying the voltag.--divider 
equation to the voltage V« and the R%-R% divider cir- 
cuit. The result written out by inspection in one step is 
a* follows: 

The above two answers given in (6) and (7) lor /••.,„, .tie 
exactly equivalent and each was written oui by inspi« 
tion. If the circuit • ontains more than one voltaic- 
source, the answer ran still be written out by inspection 
by applying superposition; that is, considering cwh 
voltage individually while letting the remaining volt- 
ages be aero and algcbraicaMy adding *h • results (inn- 
tributions) of each voltage to obtain ;. in... result. 

The preceding discussion of the circuits in Fig. 1 and 
Fig. 2 illustrates the methods used to write out the cur- 
rents and voltages in a multiloop circuit We need now 
only to know the simple DIM of basic electronic circuits 
so that these terms can be used to write out by inspec 
tion the answers to multistage amplifiers, includim 
those that contain feedback. 

When active devices such as transistors and vacuum 
tubes are employed in electronic circuits, the DIM at 
various nodes in the circuit are modified by the action of 
the dependent controlled source». Three basic types of 
controlled sources appear in the three most commonly 
used active circuit elements. The comaion bipolar 
transistor shown in Fig. 3 exhibits a current-controll« d 
current source; the field effect transistor (FIT) shown in 
Fig. 4 exhibits a voltage-con trolled current source; 
whereas, the tnode vacuum tube shown in 1 ig. > ex- 
hibits a voltage-controlled voltage source. 

By knowing the DIM at each electrode relative to the 
common connection of the other two terminals, how 
gate voltage controls dr.tin current in an 111. and how 
grid voltage controls plate current in a tube, it is pos- 
sible to use Ohm's ami Kirch hofTs laws to write out the 
solution to the most complex of circuits by inspection. 
Before proceeding it should be pointed nut that the 
solution to circuit currents and voltages can also be 
written out by inspection using loop and or node attaly- 

/*..,«, = /.» 

T voltage-divider; 

voltage-divider; K\ to point .1    \        point .1 to point />' 

lÄ-j [ä»4 <*,) U<44 R«))    If      <A\MAs-f- AV 

.F> + lR.) \R, 4- (R 

u<4+ K,)\   ir    <A\) (ks fw    -ir 
«I  iff» r tfiljJLrti   i   iRi)  <A\ +  AV. L 

voltage at point .t 

voltage at point H 

C-J» 

f 

R% 

A. +   K»J 

— voltage-divider; 

point /•' to output 

j 
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To  •   t»M>l •o  •   >*•»•» 
.OMl, to 

-aJC     HC 
Uftuacc 1s 

(a) (c) 

Co«»on 

i-". (I« I 

"«. 
5  Equivalent 
.  Circuit for 

S equation <lv) 

•Common 

(b) 
Fig. 4. Field effert transistor characteristics (voltage-controlled 

current STJIC*). (a) Symbols and equivalent cii uit (neglectin6 
r*,). (b) Drain current (*D = I.<?) as a function of E% applied be- 
tween gate and common, (c) Gate DPI. (d) Drain DPI. (e) 
Source DPI. 

sis methods; however, the results of node and loop 
analysis are not easily comprehended because the 
answer is in the form of the ratio of two »-by-» deter- 
minates. On the other nand, the result of the DPI 
analysis is in the form of products and sums of simple 
voltage-divider, current-divider, or Ohm's law expres- 
sions, each of which is easy to comprehend and/or 
visualize by the average person. 

COMMON BIPOLAR TRANSISTOR 

Referring to Fig. 3(a) we note that the base current t» 
controls the ßit current generator in the collector circuit. 
Thus, the u base current and the 0ü co"ector current 
combine at the emitter node to make emitter current 
t, = i,(l+0). In Fig. 3(b), the action of the controlled 
source for a given t. causes the base voltage to be 
0» -ibh„+n(l +0)#*. Since this causes the t>, voltage to 
increase at an t'.[»..+(1 +ß)Rg] rate, the base DPI is 
|»..-f(1 +ß)RK\. Thus, the 0i» controlled source causes 
the emitter resistor Rg to appear (i+0) times larger 
from the base-circuit viewpoint. 

In Fig. 3(c) the DPI seen at the emitter is (**+#»)' 
'1+0). This implies that a voltage V* applied to the 

• Mat* 

lc«tbe«*<«) 
••I 
rut«-   • ',••»"*•»* 

(c) 

Norton 
Circuit 

<»> 

DIM V»! 
£.»!*(.««-    - _!_.*( 
Common I«*   | 

tvi) 

(Ü 

vvvv * »"«••-v   |in 

H, 

\ • '. • •»<•*»»I 
(ill) 

(b) (<•) 

Fig. 5. Triode vacuum tube character ist it-s (voltage-controlled 
voltage source), (a) Symbol and equivalent «treuer, (b) Plate 
current as a function of E, applied between grid and common. 
(c) Plate DPI. (d) Cathode DPI. (e) Grid DPI. 

emitter wil! supply a current as though it were con- 
nected to an impedance of (A „+/?«)/(I +0). The circuit 
action that causes (»*+#») to appear (1+0) times 
smaller is a result of the controlled (dej>endent) 0t. 
generator. With \'g applied directly to the emitter, 
(ffi4+/Cs) will t)e directly across its terminals and a cur- 
rent will flow in the base circuit equal to ( 1'K)/(«„+!?•), 
but this base current excites the 01* generator and causes 
additional current of ßit, to be supplied by Vg. The re- 
sult of this increased current flow is that (*»*+#*) 
appears to I>e smaller from the emitter circuit viewpoint 
by a (1+0) factor; thus, the DPI at the emitter is 
(Äß+Ä.>)/(l+0). 

In Fig. 3 (d) it is noted that the DPI seen looking into 
the collector is infinity if the base and emitter are refer- 
enced to common. This results from the fact that the 
0t. generator can only be excited by signals in the base- 
emitter loop, and since a voltage applied only to the 
collector cannot excite a current in the base circuit, the 
0n current generator is independent (not excited) and 
appears as an infinite DPI, a characteristic of all 
independent current generators. 

FIELD-EFFECT TRANSISTOR 

Referring to Fig. 4(a) it is noted that there are con- 
flicting symbol» for the junction FET. When the gate 
arrow is c'Hiww Vti«i the source terminal, there is no 
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ambiguity as to which are (he source and drain ter- 
minals; however, when the gate arrow is midway be- 
tween the source and drain terminals* it is necessary to 
trace the circuit to see which terminal is connected to 
the |K)wer supply. For n-channel FET's as illustrated, 
the terminal returned to the (+) power supply it the 
drain. For p-channel FET's the gate arrow direction is 
opfKisite and the drain terminal must be connected to a 
( -) power supply. DPI analysis applies exactly the 
same to either n-channe! or p-channel FET's. It should 
IN- noted that DPI analysis as described in Fig. 3 
applies exactly the same to either n-p-n or p-n-p 
bipolar transistors 

The derivation given in Fig. 4(b) shows that the 
satires and drain currents are equal (the gate draws zero 
current) and that source current i, as caused by E, on 
the gaie relative to common can tie calculated .is 
though E, were forcing current through the series com- 
bination [(1 gm) +R,\. although the actual Et generator 
supplies zero current to the gate. This apparent circuit 
action, resulting from the controlled (dependent) cur- 
rent source (£*•?*•) • is helpful in calculating source 
current without deriving the equation each time. Thus, 
any E, applied to the gate relative to ground causes a 
source and drain current of i, ~i4 •*(£,)/ [(1/£•)+/?.]• 
The source voltage is the i,Rt voltage drop ami is that 
portion of the voltage appearing across R, in the two- 
resistance voltage divider equivalent circuit that repre- 
sents equation (iv) in Fig. 4(b). As shown in Fig. 4(e), 
the 1/f, term represents the DPI at the source. 

Since the E. signal applied to the gate supplies zero 
current, the DPI at the gate is infinite as illustrated in 
Fig. 4(c). The DPI seen looking in on the drain [see 
Fig. 4(d)] is also infinite because application of a 
voltage to only the drain cannot excite the g« V„ genera- 
tor and the DPI of an independent current generator is 
infinite. 

The DPI seen looking in at the source, Fig. 4(e), is 
(!/«-)• If an external voltage V, were applied to the 
source in Fig. 4(e), it would supply a current equ.il to 
(P») (l'f-) because the F, voltage is directly between 
the source and the gate terminals and it excites the 
£•!*,, current generator and causes V, to supply a cur- 
rent of §m\'+ This circuit action makes the source DPI 
equal to M  g.). 

TRIODE VACUUM TUBE 

In order to complete our list of dependent-source 
ivpe* we will include 'he triodc vacuum tube whose 
equivalent circuit exhibits a voltage-controlled voltage 

11 hr lir-i »v flilm! is oreterrH by the author heraus* one can tell 
immrdiatrb »hi« h tt-r>:»iuU<nrrespnnd in the sourer .md the drain; 
ho«<vt-r. MM«* 4iirx#s |*tfer th#- latter symbol since it mure ap- 
•rofiri.tteK ret*r««.MsilMr «.ymmeirtral natitrroi the KKT structure, 
* here I» for maiiv I K1% the twoeitreme terminal« are intrrchanKe- 
.iblf, .nid the .««Hiii».n.«l «inuit ir-wing described previously is re- 
quired to dtiermiw » h« h ek* tronVs *re bring used as the drain and 
(he Miurrr 
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jource. Ironically, the analysis of the vacuum tuU- 
circuit is returning to prominence liecause its DPI equ.i 
tions can be used to analyze an FKT amplifier win. b 
has a resistance r4, between drain and source (par ilMinw 
xhc gmV„ generator) that cannot IK* neglected' Refer - 
ring to Fig. 5(a), it is noted that the FET equivalent 
circuit is identical to the tube's Norton equivalent 
circuit if rF=«. In fact, if all the vacuum tu!*- DIM 
equations are taken to the limit as rp-*<x> and (j*, r,) 
-*gm. they will become exactly the same as the FET 
DPI equations. 

For the vacuum tube, one needs to know the following 
three things: 1) the plate current resulting fioni /•.'. 
being applied between the grid and common given in 
Fig. 5(b) as tV-<jft£i)/t£t4*»+A*(t<M|; D the 
DPI seen looking in at the plate relative to common 
given in Fig. 5(c) by the expression \rp+ A\(1 -f p) |. 
which implies that any impedance in the cathode Jr.nl 
that is in lioth the plate loop and the grid-cathode loop 
will appear (1 +M) times larger from the plate circuit* 
viewpoint; 3) the DPI seen looking into the cathode rela- 
tive to common given in Fig. 5(d) as (Äj.-f-f*) (I +M) 
which means that any impedance in the plate lead v\il! 
appear (I+M) times smaller from the cathode circuit 
viewpoint. 

SIMPLE NONFEEDB.U K EXAMPLE 

A straightforward example of the use of the DPI 
analysis technique is presented in Fig. 6. Superposition 
is used to write out the Enat contribution due to v.u h 
signal source. The base DPI is used to obtain base cm 
rent due to E% which is then multiplied by (1 +$) to ob- 
tain emitter current. A current-divider equation is used 
to find the portion of emitter current which flows into 
the FET source (which is also drain current). Another 
current-divider equation is employed to determine how 
much drain current (resulting from /'J|) flows into tin- 
cathode of the tul*\ Since the signal eurrenl caused \<\ 
E\ flows up through K/.it will produce a ( + I output vol 
tage contribution. 

The toum- and drain currenis excite«! U\ /•'.• in- 
calculated using equation (iv) in Fig. 4(lo where the 
equivalent source load is (Jf««)| \Ii>* + /»„» vl ffflj. I'lie 
drain current excited by E, divides between re* and the 
cathode DPI of the tube; a current-divider equation is 
used to determine the tube*! portion. Since the plate 
current caus i by £• flows down through A\. the polar- 
ity of its contribution to £„ut is negative (—). 

The plate current excited by Ej is calculated by usini; 
equation (iih in Fig. 5(b) where the cathode load  is 

* If >•* is given, it can be neglected when it is Urge compared t 
the DPI srrri between soiiu-e and drain; that is. 

r*>> '(*» f **>ji   - 

[-DES äJ. 
fur the rircuit in Fig. 4(b) 

C-6 m) 



• 

K«-L>    ANA1YSIS  AND ObSK.N BY  OklVINC, POIN I   IMMUANC t 

I*     i.llf'PO»it'0 

•i       1 

•»&>*& 
hid. ! 

r   «, 

- r-e] 
Fig. 6    DPI example problem 

{(RK) (Drain DPI)]» \RK\ The plate current due to 
/•j flows down through R: and causes a negative (—) 
contribution to £««t, 

The value of plate current due to r„ is obtained by 
dividing Et \<\ RK plus the cathode DPI (the drain 
DPI is infinite», and since this current flows up through 
R: it causes .1 (-f) positive contribution to £0,Jt. 

The current from t\ flows up through Rgs and splits 
between the FET source and the emitter. The portion 
through the FET source is also drain current and it 
splits between RK and the cathode DPI Since it flows 
up through Ri, it causes a (-f > contribution to tout- 

In addition to the EOIIX signal, the DPI„«t is always 
required. The output DPI at the tulie's plate is Ri\\ 
[',+*«(!+H>|. 

TWO-STAGE FEEDBACK AMPLIFIER 

1 he i oi lowing problem appeared on the final exam at 
KAI B in the fall of 196°, and is used here as an example 
.( how to an ilyie feedback amplifiers 

I he two-stage feedback amplifier shown in Fig. 7 is to 
be analysed for DPI», DPI««*, and gain. 

It is noted that the DP1,„ consists of A', in series with 

Fig. 8     Circuit diagram for timlinR the DIM at point A 

the DPI seen at point A from the R, viewpoint; there- 
fore, the analysis will proceed by moving over to point A 
and deriving the DPIpomt A- 

In order to take advantage of the D*M analysis 
techniques, we will determine the current drawn from a 
voltage EA applied at point .1, and once the current is 
known, the DP]p»i»t A •* {EA) {IA IM*I)- I he solution 
never need be carried to completion because the super- 
position sum of currents implies several equivalent 
impedances in parallel and from this sun- of currents 
one can write ou . the DIM by inspection using the short- 
hand notation for parallel resistances. 

Referring to Fig. 8(a) it is noted that the circuit has 
been drawn with an independent voltage EA driving 
point .1. Because EA excites ^n emitter current in Qu 
and the resulting collector current of Qi excites a base 
current in Qt which causes the collector current of Qt 
to produce a current flow in Rf. it is always advisable 
to draw a separate EA generator for each circuit 
branch connected to point A so that one may easily 
keep track of every current The circuit is redrawn in 
Fig. 8(b) with voltage sources EAU EAi, and K.« con- 
nected, respectively, to the emitter of Qt, to resistor 
R/, and to resistor Rg\. Failure to draw a separate gen- 
erator for each circuit branch often leads to the over- 
looking of one or more of the superposition currents. 
In order to keep from overlooking any of the currents, 
each of the three voltages is considered individually 
while the remaining two are set equal to zero; in other 
words, superposition is applied. As each voltage is con- 
sidered, the current in its own branch and the currents 
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which it might excite in the other two branches are 
algebraically combined by considering currents into a 
branch positive (+) while considering currents coming 
out of a branch negative (—). By tracing currents 
through the circuit of Fig. 8(b) it is easy to show that 
li.tt causes a Q% emitter current in its own branch and 
a current into Rf in the £41 branch; however, it does not 
excite a current in the £41 branch. On the other hand, 
£*j excites a current only in its own branch of R/ and 
Rn, while £41 causes a current only in RBV Each of the 
currents described can be written out by inspection, 
and the results can be summed algebraically by super- 
position when we let (£41 - £.«s = £4») = £4. 

Referring to Fig. 8(b), we note that the total cur- 
rents excited by £41 in each of the three branches can 
be denoted as 

t'i - ii(EAl) + it(EAl) + »,(£,») (8) 

where h(EAl) is the emitter-1 current due to £41, »»(£41) 
is the current in R/ caused by £4!, and t"i(£4i) is the 
current in Rg\ caused by EM. 

I'sing the current-divider equation and the DPI equa- 
tions for the bipolar transistor given in Fig. 3, we may 
write out i\ total by inspection as follows: 

Rf current due to £41 is positive (+) since it flows int., 
the R) branch. 

Referring again to Fig. 8(b)  th» current ü du«* to 
£41 can be represented by 

Ü = h(4t*) + faf&s) + UK**) (W,i 

where «i(£at) is the emitter-! current due to EAi, it(l: i:) 
is the current in R/ caused by £4«. and uU'.At) is tin- 
current in i?jri caused by £43. 

It can be noted thai £4] cannot excite a current in 
the collector of Qi through /f) since the DPI of (Vs 
collector is infinite, and therefore, EAi cannot possiMy 
excite an emitter current in (V Also, £42 cannot txrile 
a current in Rn; consequently, ii(EAi) and t»(£*t) are 
both zero. The current it can be written out by inspec- 
tion as 

is • zero + 
£42 

R/ + Ret 
+ zero (in 

where the second term representing h(EAt) represents 
£41 forcing current through the series combination ot 
Rj and Ret (because the Q» collector DPI is infinite 
from the EArR/ viewpoint). 

current through Rf excited by EAX 

£4 
ti = 

£41    j(~ ß\   jr Rn 

km   1   iLl + ßiJlRci + A.,: + (1 + ß,)R* r hui 1     r kul -I {.it+ ßüu 

Li + *J     Li. + fid 1    ' 
—t*i into  gives 
emitter-1 itl 

J 4    IRct + Rfß 
-f zero. 

•/-divider 
gives in 

gives   ^-/-divider 
us gives if 

(«)) 

Note that emitter-! current is common in the first two 
terms .»nd will be factored out in the final expression. 
The eurrent in Rf excited by £41. the second term in 
(9), is found by multiplying the emitter current of Qi 
by ißt) (J +A) to obtain Qi collector current teil multi- 
plying this Q\ collector current by the current-divider 
equation of A'« and the base DPI of Q* to obtain haie 
current in Q%, multiplying the resulting Us current by 

1 Li + *J 
*tM cci 

The voltage  £41 can  excite current  only  in   RK\, 
Therefore, the expression for the current i, loonies 

r'j - »*i(£«s) + »•(£«) + »»{£4») 

£4» 
is • zero -f- zero + 

Rti 

(12) 

Bui (£/ = £41 • £41) = £4  and   IA »i\ + i, -f i,;  thei 
fore, the expression for the total current IA Ui-omes 

Rn + hut + (1 + 0 ̂ ^bcT^d (Rf + Re?) '   (RKj 
(141 

(tit) to obtain the (h collector current »r», and finally and since IA is in the form IA-Et[(\. R,)+(\;Ry) 
multiplying in by the current-divider equation of R/ +(\/R,)]=EA/(Rr\\Rj\R,) »£/(DPIpoiBl 4), we may 
and Ret to obtain the current in R;. The polarity of this    write out by inspection. 
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DPI,.  «Ä.+  DPIp.i.tj 

Ri + 
Li + ßil 

- 
1 + 

Li + ßiJ La«+«M+a+&)*«]   LA«+/?/J. 

||(Ä/-t-Ä«)i|(Äjri) 

161 

(15) 

(16) 

this is the factor which makes 
DPI^iat 4 such a low impedance 

oefore proceeding to the calculations for gain and 
DP!„» it w;ll be beneficial to describe how these two 
answers can be found. Referring back to the original 
schematic shown in Fig. 7, it is noted that *hr feedback 
through h!f from the Ztm terminal is the onty thing that 
prevents us from using ehe standard current-divider 
equation at point A; that is, the voltage at the £ou. 
terminal modifies the current division at point A be- 
cause the feedback modifies the DPI at point A. In the 
previous analysis for OI'I »„, we could not write out the 
answer from the input terminal viewpoint because the 
output voltage feeds back through R/ and modifies the 
potential at point A and also the current division there. 
In other words, the potential at point A is not known 
unless you solve the enti e problem; it is a summing 
junction for the input and output circuits. However, 
when we moved over to point A and applied a voltage 
source of EA at this summing junction, we prevented the 
output voltage from controlling the potential at point 
A; that is, £* killed the feedback voltage; point A po- 
tential was fixed by EA- Once we had disabled feedback 
voltage variations at point A we could use standard 
current-divider equations and superposition to write 
out answers. 

In order to kill feedback in the original circuit of 
Fig. 7, we can apply a voltage £, to the output terminal 
to fix the output voltage to the value £« which is inde 
pendent of feedback. The circuit with both £< and £« 
applied is shown in Fig. 9. 

It is noted in Fig. 9 that if superposition is used the 
current division at point A is known by standard cur- 
rent-divider equations for either £, or E, considered 
individually while letting the remaining voltage be bet 
equal to zero. That is, when £, -zero, the current divi- 
sion at point A is known since the output is shorted to 
ground and no feedback voltage occurs. Likewise, when 
£,»zero, the current division at point A due to £, 
excitation is known by standard current-divider equa- 
tions since the input terminal is shorted to ground. The 
total current in any branch of the circuit is the super- 
position sum of the currents due to £r and the currents 
due to Ei with each set of currents calculated by stan- 
dard DPI methods. Thus, the purpose of E, is to dis- 
able or kill feedback so that standard DPI analysis can 
he used throughout the circuit. 

The total current /, shown on the circuit diagram in 

Fig. 9.    Feedback amplifier with E, connected to output terminal. 

Fig. 9 is a superposition sum of the individual currents 
caused by Ei and £, independently, and these currents 
can he written out by inspection using DPI analysis 
methods. The most important concept, however, is that 
if £, were disconnected from the output terminal« the 
£aUt voltage appearing at the output would be that of 
the complete feedback amplifier when Ei is the input 
signal, and if E, were adjusted to be identically equal to 
the £0ut existing with feedback, and then Et = E,tat 

(with feedback) reconnected to the output terminal, the 
current /,=/(£*, £«) would be identically zero. This 
concept is used to determine what value of £« will be 
required to make /, -/(£<, Ex) identically zero, and of 
course this particular value of Et is also the value of 
£out with feedback. The concept is simple and the writ- 
ing out of /«««/(£„ £,) by superposition using DPI 
analysis is also simple: in fact, the final analysis is 
shortened considerably more by noting what the con- 
cept implies. 

In using the concept, it is noted that /, =/(£<, £* *0) 
is really short-circuit output current (/«•) and that the 
Ia current due to E, only is /,=/(£»=0, £«) 
»(£,/DPI0ut). Thus, when the total his found it is of 
the form 

/, - /,(£<, £. - 0) + /,(£, = 0, £.) (17) 

E, 
/,«-/* 

DPI, 
(18) 

The short-circuit current he >s considered negative in 
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(18) because it is coming out of the circuit, whereas the 
/, direction was considered into the circuit. 

Setting I, identically equal to zero as required by the 
concept stated previously, we obtain 

0 - - IK + 
£, 

DPI.« 

and solving for E, 

£, - (feXDPU 

= £oVt   with feedback. 

(19) 

(20) 

Mere importantly, it should be noted what £,M • (gain) 
(£,) and that if (20) is divided by £< we will obtain the 
circuit gain; one of the requirements of the initial prob- 
lem. Thus, utilization of the above concept of applying 
E, and setting /,«0 yields both the gain and the DPIout 

simultaneously which is perhaps why the students 
prefer this method of analyzing feedback amplifiers. 

As mentioned above, the obtaining cf the results 
given by (20) is considerably shortened by noting that 
only the DPIoat as determined by £, acting alone, and 
the he due to £, acting alone, is all that is required; 
that is, one never has to go through all the steps 
to get the results of (20). Short-circuit current he 
= Ig(Ei, £»=0) is required of course, but when /, 
=/(£, = 0, EM) is being calculated, it is noted that 

 "TSIifnl 
H    —'  C'ourd 

....   «—__-, _   i       foint  A *•!•»  A 

(•) 
Fig. 10.   Circuit for calculating the output DIM 

of feedback amplifier. 

point A and excites emitter current in Q% which in turn 
excites base current in Q\ and causes Q% collector cur- 
rent to flow in the £* circuit. E* acting alone cannot 
excite any currents since it is working into the infinite 
DPI of Ox's collector; therefore, i» =/(£«)= zero. £,» 
causes a current to flow only in Rct\ therefor , u 
=/(£*)=£*)/(£«). 

By superposition, 

''»   »  »I + »2 +  *». (21) 

Also, by superposition, letting £rt and En Uc set equal 
to zero, i*i becomes 

»1 - tl(JVrl) + it(E,i) + tjCftJ 

zero 

(•'.?) 

. 

this is ii(Exi) 

E i\ 

R,+ (Rn \\R 4TTV,]. 
this is iz(E,i) 

L^iTw+"(i4d s)Ä*J 
(fr).    (W) 

it is of the form (£,)[( l//0+(l//?k>+(l/£e] 
-(£.)/(ä.||ä»||ä«)-(£.)/(DPI.B«) SO that it is never 
necessary to carry the calculations beyond the initial 
step in order to obtain DPI«ut since it is noted frrvn the 
initial form of /,-£,[(l//?.) + 0//?»)+(l//?«)] that 
I)PU~(*«||äJ|ä«>. 

Proceeding with the original problem, we calculate 
the current /,=/(£<-0, £,) by using the circuit dia- 
gram shown in Fig. 10. E, is set equal to zero which 
shorts the input to ground, and £« is assumed to drive 
the output terminal, Fig. 10(a). The circuit is redrawn 
in Fig. 10(b) with ExU Z*% and E,% connected, respec- 
tively, to resistor R/, to the collector of Qt, and to re» 
sistor Ra. The current ii from EtX enters the node at 

Letting £,i and £,» be set equal to zero, tj =/(£«2) be- 
comes 

is - »*I(£«J) + *»(£«») + ii(£»j) 

• zero + zero 4- zero. (24) 

Letting £,i and £rt be set equal to zero, tj «/(£»*) lie- 
comes 

ta - !,(£„) + >,(£„) + t,(£„) (25) 

£.. 
ii = zero + zero 4- 

Re* 
(26) 

Combining the results by superposition and  letting 
(£,i - £,.* £.3) • £„ /, * (t'i + t»+ii) becomes 

C-10 
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/.  = 
Kt 

1 + 

<«'-[^].L,tiJl 
_Mct 1<A) 

+   - 

j'" fVKw 
Note   *C2    '» 
Shorted and ha» 
Zero Current 
'!i«inq Through 

Kill- II.    Circuit diagram fi»r short .irruit calcutatioiiv 

Therefore, DIMuul is, by interpreting (27) to represent 
current in parallel impedances, 

DPUt = (An). 

this is the factor that mnkes DPIout small 

The short-circuit output current /ac due to E% can be 
written out by superposition and inspection by referring 
to the circuit diagram shown in Fig. 11. With £* = zero 
and the output shorted, the input current h can be 
written by inspection 

/«,-/. 

(R 4TTJ 

DPI /fi4-(Mlwil[~-l 
Ll •+• PiJ . 

(29) 
(XMI\\R,) 

(«) and short-circuit current consists of the current through 
R/ and the collector current of Qt; thus, he becomes 

lac - Iaci — /BC2 (W)    And since /, is a common term, /8c can l>e written as 

r *« ]tt 

Li + AU 

14* 

(27) 

l») 

hc = 
Ei 

L*+«-*<** k^]_ 
(ä«)| Li + AJ 

*/ + l*«,!j r *« 

(R*i\\Rf) 

•l 

(*«i||4) Li +0j_ 

r*..T *. iwi   ,,2) 
Li f .Vu./iv^/^+ii^w^J      i 
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The  open-circuit   (no-load)   output  voltage  is  /w The expression for Eomt can be further simplified by 
= (/sc)(DPl«rt); therefore, combining /gC from (32) cancelling identical numerator and denominator terms, 

and DPI«.« from (28), the output voltage with feed- noting that two current-divider expressions are ap- 
back becomes proximately unity and observing that a numerator term 

I« 

£*.» 
Ei 

*< + (MI(*/)|l[ AMI   "I 

1 + 0u 

direct feedthrough term 

main feedback term 

(RMIWRI) [JUT fe ]w 
LI + ftJUo + hut + (1 + ßi)R*ü 

1 + (R*i\\Ri) 

}*^')+kik]. 
U + ßi\ L«ci + Aw. + (1 + A)*aJ 

I (Act) (m 

main DPI«,! term due to feedback 

Observing the relative magnitudes of the various 
terms of the 2w equation (by substituting numerical 
values), one soon recognizes that the negative main 
feedback term predominates over the positive direct 
feedthrough term and thus the direct feedthrough term 
can be often neglected. Also, one notices that the main 
DPIoat term due to feedback is much smaller than Ret 
with which it is paralleled and thus predominates so 
that Ret in the DPIonl expression can be neglected. 
Neglecting these terms leaves us with the following 
approximate answer for JS.W: 

approaches R/ and a denominator term approaches J?<, 
respectively, because J?/»(Ä«)||(Ä.)||l(*«)/(l+0i)l 
and Ä«»(Ä*0||Wi|l(Aw)/(l+ft)]. The more simpli- 
fied expression for E—% is 

Rt 
£out =S ~ Ei; -—• 

Ri 
(35) 

and is the expression given in most other publications 
(without proof). 

This paper would not be complete if part of the two- 

-approaches unity since (ÄfJ|Ä/) » [(A*i)/(1 + 0i)] 

E^S* 
£. 

_Ä. + (M|W|l[_^}   _<*!* + [_»£] 
(RMX\\RI) 

L1+0JU 

approaches [£./&<) 

approaches R/ 

*'+^«4TTJ]] 

ici 1 
Rex + AM + (1 + ft)Ä«J 

cancels with terms below 

(ft) 

<**$*>) 

. \j&S?± 
r-S-ir «s 1 
Li + ftJUfo + hi.* + (l + ß3)RK,} 

,(Ä) a+ft)*«.' 
cancels with terms above 

-approaches unity since (ÄÄI||Ä4) » [(*,-.i)/(i + ßi)] 
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T^HC*' It) 
V» 4J-v>^a «w 

ci £-0 

w5> 
(a) (b) 

(O 

l»fll 
NOftf  * 

. «V^.      <»CI> „ <V 
_____ ___ ^     —M I MM C    ••_> MM P 

(d) 
igran 

analysis of feedback amplit 
Fig. 12.   Circuit diagrams for loop and node 

lifier. 

;tage feedback amplifier were not analysed by some 
conventional method such as loop or node analysis. 
In Fig. 12(a) and 12(b) the signal circuit diagram is re- 
drawn for possible loop analysis. Although there are 
six loops shown, closer inspection will reveal that the t'i 
and U loops can be easily eliminated by Thevenin's 
theorem so that only a four-loop set of equations must 
be solved. Since it is desired to solve for £.„ti it is more- 
appropriate to use node analysis and solve for the 
single voltage V«. 

The circuit is redrawn in Fig. 12(c) for nodal analy- 
sis. In Fig. 12(d), the nodal-analysis circuit diagram is 
further simplified by drawing each node-to-node cur- 
rent source as two individual current sources between 
each respective node and common ground. Referring 
to Fig. 12(d), the set of node equations are expressed 
in general terms in (36)-(39). The node analysis is as 
follows. 

Node A: 

Node B: 

LRBA J       LRBB J 

LRBCJ LRBD J 
(37) 

MA 

Node C: 

L /„• 

US) 

NodeD: 

"*"*" i.RinJ I R»H J 

-vv[£]+,»[«J U»j 

(40) 

The appropriate values pertinent to FIR. 12(d) .»»«• 
substituted and the results Riven in (40) (4.*)- Uta'anur 
the circuit is that of a feetlb.uk amplifier with l*«i 
dependent current sources, two additional equations 
are required to descril»e these dependent sources. Tin- 
ones describing h and h are (44) and (45), respectively. 

Node A: 

- Va\ ~ j - [zero] - [zero]. 

NodeB: 

— [zero] — [zero]. 

Node C: 

[-/j,/,] = - [zero] - [sera] 

Node D: 

[+|W«| * - Izero] - [zero] 

-'-Gel""tad- m 

-im 

(41) 

(44) 

(45) 

Substituting (44) and (45) into (41)-(43). we obtain 
the final set of node equations, (46)-(49). This final set 
of node equations can be solved by standard techniques 
for any of the node voltages. 

Node A: 

[?]- • + \'t 
\ 

*«*«* hfj] \ 
mufciiWiiiw 



IM 

Sode B 

- I cSj\-Vciluro] 

- KM[MIO1. 

+ V, a m. 
-v Bi 

l   n 

m 
Node C: 

• 

o« - vK — Vcs^eroJ 

.El. 

Vct = fw - 

Li + ßxi 

-tä 
1      1 

.[£] 

Noae D: 

(46) 
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- K*i[zero| - Vet I*cro| 

1 
-Vt 

. U  + fill . 

+ ^« 

*Ma. 
(40) 

(47) 

(48) 

Equation (50) is the solution for \rit = li,,,i expressed 
as the ratio of two determinates. Equation (50) tan In- 
evaluated by minors and will have four terms in the 
numerator and six terms in the denominator. The ex- 
pansion of the ratio of determinates results in an answer 
for £oui which is not easy for an average person to in- 
terpret. Obtaining the answer for £0„t in the form given 
by (50) involved a lengthy process and the result did 
not readily reveal a great insight into circuit action, 
and, in addition, it provided only one of the three 
answers asked for in the problem. DPU« and DIM.,« 
must l>e calculated using other techniques and each 
answer will l»eof the same form as (50) if standard loop 
and node analysis methods are employed. 

m o 

m 
L*ciii*<J -in 

m   Mr"..]. 
äJIääII a] 

LftJNfeJ 
1     1 

m. 
m 
UA|AMJ "LStJ 

LI + $%..     .      Li + fiü . 

iSO) 

. 

L 

Grlk .. . 
- •       .. Müä 
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CONCLISION 

The DPI analysis technique set forth in this paper 
provides a method for rapidly analyzing electronic 
circuits. It is applicable to ordinary circuits as well as 
those that involve feedback. The mos* important ad- 
vantage of the DPI analysis technique is that &t 
answers, written out by inspection, are in the form of 
simple Ohm's law equations involving the ci Tent- 
divider equation and the voltage-divider equation. Any 
voltage, any current, or any driving point impedance 
ca.i be written out with equal ease. 

Although no examples were given in this paper, the 

techniques are equally applicable to determining d< 
operating conditions and even the effects of 'MM*- 

emitter offset voltages can be taken into consideration 
in the dc calculations by taking into account their con- 
tribution to the superposition stun. Since the methods 
apply to dc calculations, the complete analysis of such 
feedback circuits as regulated |mwcr supplies can bt» 
readily performed. 

Because of the simplicity of form exhibited by the 
answers, even inexperienced people rapidly gain a feel 
for the electronic circuit. When a person gains a frrl 
for the circuit he is an elecIroniker. 

I 
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APPENDIX D 

TABLES OF TRANSISTOR AND DIODE EMP PARAMETERS 

The following tables are a listing of measured and calculated 
damage constants and other pertinent data for diodes and transistors. This 
listing is a compilation of data acquired during various EMP programs and 
is provided as an aid to further studies. 
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NOTES: 

1. For SCR's, Breakdown taken Anode to Cathode. 

2. Reference Source data: 

a. SP - SAP-I Computer Listing 

b. OX - Experimental data from DASA Handbook 

c. OE - Estimated data from DASA Handbook 

d. CM- Computed data 

3. *  indicates a unijunction device - the value under BV 

VB1E and the value under BVcß() is Vß]B2. 

k.    — indicates the column is not pertinent to the device; 

a blank indicates the information is not available. 

EBO i s 

5. t indicates a FET device - the value under BV 

BV. , and the value under BVron is BV  . 
dss CBO     gss 

6. Parameter Definitions: 

BV 

EBO 

CBO 

BV CEO 

VB1E 

VB1B2 

dss 

BV 
gss 

- Collector to Base breakdown voltage with the 

Emitter open 

- Collector to Emitter breakdown voltage with the 

Base open 

- Emitter to Base I voltage 

- Base 1 to Base 2 voltage 

- Drain to Source breakdown voltage with the Gate 
shorted 

- Gate to Source breakdown voltage with the Drain 
shorted 
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i TABLE 0*1 

I DIODE EHP DATA 

Device Number K VB0 Reference 

IN23B, C .0009 SP 

IN23RF .0009*» DX 

IN23WE .00029 DX 

IN25 .026 DX 

IN34A .01* 60. DX 

IN39A .00$ 230. SP 

IN39B .006 200. SP 

IN*»3B .005 70. CH 

IN6*» .0*1 25. DX 

IN67A .003 80. SP 

IN69, A .005 70. CM 

IN8I .003 10. SP 

IM82A .0007 5. OX 

IN91 >0055 100. CH 

IN 128 .005 **o. CM 

IN191 .005 90. SP 

INI98 .02** 80. SP 
IN2^8A hO, 50. SP 

\nzks hO. 100. SP 

IN249B i»0. 100. SP 

IN250 J»0. 200. SP 

IN250B 80. 200. SP, DE 

IM251 .03 J»0. SP 

IN253 86. 95. DX         ! 

INlSli 3.5 190. SP       i 
IN260 .0027 30. CH 

IN2/0 .022 100. CM 

IN276 .0055 100. CM 

IN277 .027 125. DX 
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TABLE 0-1 

DIODE EHP DATA 

Device Number 80 Reference 

IN487. 2 

IN488 

IN536 

IN537 

IN538. M 

«N539 

IN540 

IN547 

IN560 

IN56I 

IN 562 

IN6I9 

IN622 

IN625 

IN625A 

IN643 

IN643A 

IN645 

IN646 

IN647 

IN6^8 

IN649 

IN658 

IN660 

IN66I 

IN662 

IN663 

IN676 

IN683 

3 

3 

I. 

.51 

I. 

I. 

• 93 

12.1 

.625 

.625 

1.8 

.36 

.347 

.164 

.045 

.44 

.1 

2.8 

2.29 

2.8 

2.8 

2.9 

92 

.44 

.41 

.29 

.44 

• 27 

300. SP 

380. SP 

50. DC 

100. OX 

200. SP 

300. SP 

400. ox 
600. ox 
800. CM 

1000. CM 

800. SP 

10. SP 

150. CM 

30. CM 

20 CM 

200. SP 

200. DX 

225. SP 

300. DX 

400. SP 

500. SP 

600. OX 

120 ox 
100. SP 

200. DX 

100. SP 

100. SP 

100. SP 

600. SP 
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TABLE   0-1 
DIODE EHP DATA (Continued) 

Device Number 'BO Referee 

IN69I 

IN692 

IN702,  A 

IN703A 

INIQh,   A 

IN70S,   A 

IN 706 

IN709, A 

IN7I0 

IN7ÜA 

«N7I2 

IN7HA 

IN715A 

!N/I8A 

IN7I9A 

IN/21 ,  A 

IN725A 

IN729 

IN746, A 

IN7^7. A 

IN7A8A 

IN7**9 

IN750A 

IN7SI. A 

IN752, A 

IN753, A 

IN751«. A 

IN755. A 

IN/S6,   A 

.4)8 

.5 

I. 

I, 

I. 

.91 

.288 

.78 

.78 

2.1 

.78 

.78 

.78 

.1 

.1 

.35 

.3*9 

.06 

I.I 

I.I 

I.I 

I.I 

I.I 

J.I 

1.1 

1.2 

.63 

.63 

.63 

80. SP 

100. SP 

2.6 SP. DX 

3.5 SP 

4.1 SP 

4.8 SP 

5.8 CM 

6.2 SP 
6.8 SP 

7-5 DX 

8.2 SP 

10. SP 

II. SP 

15. SP 

16. SP 

20. SP 

30. CM 

*3. SP 

3.3 SP 

3.6 SP 

3-9 Jp 

4.3 SP 

4.7 SP 

5.1 SP 

5.6 SP 

6.2 SP, DX 

6.8 SP 

75 SP 

8.2 SP 
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TABLE 0-1 

DIODE EMP DATA (Continued) 

Device Number K VBD 
Referenie 

W57. A .63 9.1 SP 

IN758, A .63 10. SP 

IN759. A .63 12. SP 

IN 761 1.8 4.9 SP 

IN 762 1.8 5-8 SP 

IN763 1.8 7.1 SP 

IM763-2 3. 7.0 OX 

IN766A 1.8 12.8 SP 

IN 767 1.8 15.8 SP 

IN769A 1.8 23-5 SP 

IN769-3 2. 2b. ox 

!N8l6, W 1.5 26. DX 

IN8I7 .46 200. SP 

IN82I .577 6.2 CM 

IN823 1.8 6.2 OX 

INM5 .365 200. CM 

IN 890 .357 60. CM 

[H$\k .85 100. DX 

IN9I6 .*•<» 100. SP 

IN933 .0\h 100. OX 

IN933J .1 100. DX 

IN936 .U lJ- OX 

IN936A, B 7- 9- >P 

IN937 .824 9. CM 

IN938A, B 7. 9- SP 

IN939 .824 9- CM 

IN939B 70 9. DE 

IN96OB 1.0 9. SP 

IN96IB 1.0 1       io- SP 

IN963B 1. 1     12. SP 
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TABLE D-l 

DIODE EHP DATA (Continued) 

'• 

Device Number K VBD Reference 

IN964B 1. 13. SP 

IN965B 1. 15 SP 

IN967B .73 18. DX 
. IN968B 1. 20. SP 

IN969B 1. 22. SP 

:i IN970B I. 24. SP 
1 
• IN972B 1. 30. SP 
. 

IN973B 1. 33. SP       1 

•j IN974B 1. 36. SP       ! 

IN975Ö 1, 39. SP 

IN976B 1. 43. SP 

IN977B 1. 47. SP 

IN979B 1. 56. SP 

IN98I6 1.4 68 DX 

»N983A 1. 82. SP 

IN987A, B 1. 120. SP 

INI09S • 9 500. DX 

INI 096 .9 600. SP 
•', 

INI 118 11-392 400. CM 

IN1I24A 7-985 250. CM 

INII26A 14. 500. SP 

I INI184 31.5 100. CM 

INII99, A 15. 50. SP 

IN 1200 62.32 iOO. CM 

IN 1201 62.32 150. CM 

INI 202 21. 200. SP 

INI204A 46.106 400. CM 

INI 206 62.32 600. CM 

• INI2I7 5.8 SP 

: 
• INI222Ö 2.563 400. CM 
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TABLE D-l 
DIODE EMP DATA (Continued) 

Device Number K VBD Reference 

IN1317A .19 19. SP 

IN1319A .19 j     28. SP 

INI3*2A 38.4 100. DE 

|NH48A 1.827 200. CM 

INI 367 3*. 47. SP 

INI583 11.39» J     200. CM 

INI 585 3.5 400. DE 

IN1614 .38 200. s? 

INI6I5 .666 480. CM 

IN1693 3.2 200. SP 

IN1695 3.2 400. SP 

IN1731 3.2 1500. CM 

INI733A 11.3 3000. OE 

IN1770A 14.2 9.) DE 

INI773A 1.9 12. SP 

INI780A 1.9 24. SP 

INI 783 21.3 33. DE 

INI8I8RA 4.3 16. SP 

IN1823C, A 4.3 27. SP 

IN1828C 4.3 43. SP 

INI834 33.8 75- CM 

IN1835A 4.3 82. SP 

IN1836C 4.3 91. SP 

IN1904 28. 100. SP 

IN1909 6.8 200. SP 

IN2037 .05 12.8 SP 

IN215* 20. 50. SP 

IN2158 21.5 400. CM 

IN216U 2.3 9.* SP 

IN2433         ! - . 1 400. 1 

1 - 1 - - in •riimiim-fflfiiiir -—----- — • 1 1     ••.•iirwii 
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TABLE D-l 

DIODE EMP DATA (Continued) 

Device Number K 

IN2610 2.6 

IN26M 2.6 

IN26I3 2.6 

IN2615 

IN2,8S 

2.6 

40. 

IN2795 40. 

IN2796 

1    IN2808 

!    IN28I8 

IN2823B 

IN2824 

IH2826B 

40. 

249- 

249. 

249- 

156. 

249. 

IN2844B 15. 

j    IN2846B 15- 

IN2862 2.8 

IN2864 

IN2929A 

IN2930 

j    IN2970B 

IN2976B 

2.8 

.073 

.196 

15.0 

15. 

IN2979B 15- 

IN2984, B 15. 

IN2985, B, RB 15- 

1N2986B 15. 

IN2987B 15- 

IN2988B 15. 

1N2989B 15- 

IN29916 15. 

IN2995, B 15- 

IN2997B 15- 

BD 

100. 

200. 

400. 

600. 

400. 

150. 

200. 

10. 

20. 

30. 

33- 

39- 

160. 

200. 

400. 

600. 

I. 

.74 

6.8 

12. 

15- 

20. 

22. 

24. 

25- 

27 

Reference 

SP 

SP 

SP 

SP 

SP 

SP 

SP 

CM 

LM 

CM 

SP 

CM 

SP 

SP 

SP 

SP 

DX 

CM 

SP 

SP 

SP 

SP 

SP 

SP 

SP 

SP 

30. SP 

36. SP 

47- 
SP 

51. 
SP 
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TABLE D-l 

DIODE EMP DATA (Continued) 

Device Number K VBD 
Ref erem 0 

IN300IB 15. 68. SP 

IN3008B 15. 120. SP 

\          IN3015B 33. & 200. CM 

0H3-;6B 19.5 6.8 DE 

IN30I7B 1.9 7-5 SP 

IN3019B 1.9 9.1 SP 

IN3022B 1.9 12. SP 

IN3024B 1.9 15. SP 

IN3025B 1.9 16. SP 

IN3026B 1.9 18. SP 

IN3027B K9 20. SP 

IN3028, B 1.3 22. SP 

IN3029B 1.9 2k. SP 

IN3030B 1.9 27- SP 

IN3031B 1.9 30. SP 

IN3033B 1.9 36. SP 

IN3035B 1.9 ^3. SP 

IN3037B 1.9 5!. SP 

IN3040B 1.9 68. SP 

IN30^I, B i.9 75. SP 

IN305IB 1.9 200. SP 

IN306A .02 75. SP 

IN3070 .365 200. CM 

IN3157 .625 8.^» CM 

IN3189 10. 200. SP 

IN3190 I».l 600. CM 

IN3560 .038 .^75 CM 

IN3561 .038 .*»75 CM 

IN3582A .35 11.7 SP 

0-11 
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TABLE D-l 

DIOOE EHP DATA (Concluded) 

1 1 
Device Number K VBD 

Reference 

IN3600 .18 50. SP 

IN382I 1.9*7 3.3 CM 

IN3828A 1.95 6.2 CM 

IN3893 6.41 400. CM 

IN3976 132. 200. CM 

IN424I 33.84 6. CM 

IN*2*S 2.4 200. SP 

IN*2*9 2.4 1000. SP 

IN*3i2 .116 150. CM 

IN4370A .625 2.4 CM 

IN48I6 6.8 50 DE 

IN48I7 6.8 IOC. l)E 

IN<i820 10. 400. DL 

IN4823 .208 100V CM 

IN4989 14.33 200. CM 
j 

AM2 1.4 50. SP 1 
1 

DA330 .001 SP • 

FD300 .18 125. SP 1 

I 

SG22 .23 SP 

SLDIOEC 10,000. CM i 

SVI035 l./l 26. CM 
1 

SV20Sf2 2.6 \\> 1 

SV2I83 2.6 '.it* 
1 
1 

TM7 20. 70. sp I 

TM2J 18. 200. SP 

TM2 7 20. 200. SP 

TM84 11. 800. SP 

TM124 11. 1200. SP 

UT 242 2.6 200. SP 

j 
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TABLE   D-2 

TRANSISTOR EHP DATA 

Device Number K 8VEBO BVCB0 BVCEO 
Reference 
Source 

2N43.A .28 5. 45. 30. SP 

2N1I7 .15 1. 45. 45. JP 

2NII8 .15 1. 45. 45. SP 

2NI28 .017 10. 10. 4.5           ! SP 

2NI58 .499 30. 60. 60. CM 

2N176 .46 40. 30 CM 

2N189 .17 25. 25. SP 

2NI90 .58 25. 25. OX 

2N243 .05          | 1. 60. 60. SP 

2N244 • 05 1. 60. 60. SP 

2N263 .38 1. 45. 30. SP 

2N264 .36 45. 30. SP 

2H274 .0076 .5 35. 40. CM 

2N279A .047 45. 30 CM 

2N297A .499 40. 60.          ! 40. CM 

2N32S.A .21 20. 50. 30. SP 

2N332 .45 45- 30. SP 

2N333 .32 45. 30. SP 

2N335.A .55 
(4.-2N335A) 

45 45- SP 

2N336 • 55 45. 30. SP 

2N337 .12 45. 30. SP 

2N338 .12 45. 30. SP 

2N339 2. '>5. 55. SP 

2N34I 1. 125. 85. SP 

2N343 .047 60. 60. SP,   DX 

2N343A .05 60. 60. SP 

2N357 .05 20. 20. 15. SP 

2N359 .04 6. 25- 18. SP 

D-13 
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TABLE D-2 

TRANSISTOR EMP OATA (Continued) 

Device Number K tVEB0 BVCB0 BVCE0 
Reference 
Source 

2N375 1.02 40. 80. 60.             1 OX 

2N388 .084 15. 25. 20. CM 

2N389 2.14 10. 60.             1 OX 

2N395 .09 20. 30. 15- SP 

2Hk0k .OS 12. 25 24. CM 

2N424A 10. 10. 80. 80. SP 

2N463 6.6 50. 60. 60. OX 

2N480 .132         ! 2. 45. 45- CM 

2N490 1. 60.* 58.*         | -- SP 

2N49J i. 60.* 58.* -- SP 

2N495.A .7 20. 25. 25- SP 

2Ni#97 .8 8. 60. 60. SP 

2N498                    | ,8            I 8. 100. 100. ÜX 

2N525 .3 15. 45. 30. SP 

2N526 .39 15. 45. 30. DX 

2N527 .3 15. 45. 30. SP 

2N537 .01? 1. 30. CM 

2N538 .528-3 28. 80. 60 CM 

2NS39.A 6. 28. 80. 55. SP 

2N540 .5285 28. 80. 55. CM 

2HW .18 2. 30. JO. SP 

2N551 1.6 6. 60. 60. i    <jf' 

2N576A .023 15. 40. 20. DX 

2N587 i     .1* 40. 40. 30. SP 

2N595 .012 20. 15. CM 

2N6I8 .88 40. 80. 60. DX 

2N652A .118 30. 45. 30. CM 

2N6S6 .2 8. 60. 60. DX 

2N65/ .66 
8 

100. 100. DX 
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TABLE D-2 

TRANSISTOR EMP OATA (Continued) 

Device Number K 
EBO BVCBO BVCE0 

Reference 
Source 

2N657A 1.07 8. 100. 100. OX 

j  2N682 .33 — "" 50(A-C) CM 

2M685 1.4 -- -- 200.(A-C) OX 

ÜN687 11.7 -- -- 300.(A-C) i»X 

2N690 3.1 .-- -- 800.(Al) 1      CM 

2N696 1.0 5. 60. 40. CM 

2N697 .2 5. 60. 40. SP 

2N699 .25 5. 120. 80. OX 

2N703 .08 5. 25. 25- SP 

2N706.B .0075 3. 
(5.-2N706B) 

25. 20. nx 

2N708 .03 5. 40. 15. ox 

2N7»7 .13 5. 60. 40. SP 

2U718 .13 5. 60. 40. SP 

2N7J8A                   j .35 7. 75. 32. SF 

2N726 .021         j 5> 25. 20. CM 

j   2N730 .165 5. 60. 40. CM 

2N736 .1            j 5. 80. 60. DX 

2N756A .32 6. 60. 60. SP 

1   2N757 .032 6. 4$.          1 45. CM 

2N760A .03** 8. 60. 60. DX 

2N834 .03 5. 4o. 30. SP 

2N859 .18 25- 40. 40. OX 

2N869A .009 5. 25. lü. CM 

2N9IO .218 7. 100. 60. CM 

2N912 .07 7. 100. 60. SP 

ZHSYk .04 5. 40. 15. SP 

2N9I6 .043 5. 45. 25. CM 

2N9I7 .004 

 . 

3. 30. 15. SP 
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TABLE   D-2 

TRANSISTOR EMP DATA (Continued) 

t 
i 

Device Number K BVEB0 *m BVCE0 
Reference 

| Source 

2N918 .00 4 3. 30. 15. CM 

2N927 .1 I 70. 70. 60. OX 

2N930 .046 5. 45. 45. DX 

2N930A .02 6. 60. 45. OX 

2N10S6,8 1.6 25. 100. 100. DX 

2NI039 1.4 20. 60. 60. OX 

2N10i#5-l .55 20. 100. 60. SP 

2N1048 3.9 6.     i 120. 120. SP 

2N1049 3.9 6. 80. 80. SP 

2N10S0       | 6.082 6-    1 120.    j 120. CM 

2NI069       1 9.3 9. 60. 45. SP 

2N!099 1. 40. 80. 60. DX 

2NIIIS .38 20. 15- DX 

2NIII6A .98 6. 60. 60. DX 

2MIII8 .19 10. 25. 25. DX 

2N1I32 .23 5. 50. 35. DX 

2N11368 18.4 100. 65. SP 

2N1150 .18 1. «*5. SP 

2N1154 21. 1. 50. 28. SI' 

2NI156 18. 1. 120. 68. SP 

2N1184       ! .471 20. 45. 20. CM 

2N1212 13.129 10. 60. 60. CM 

2NI303 .087 25. 30. CM 

2NI308 .084 25. 25. 15- CM 

2NI309 .087 25. 30. CM 

2N1445 .5 8. 120. 120. bP    ! 

2NI458 .5285 15. 80. 65. CM 

2N1 i«69 .65 40. 40. 35. DX 

2NI480 | 5.5 12. 100. 55. SP 

D-16 

!%ilYllfa 



TABLE D-2 

TRANSISTOR EMP DATA (Continued) 

Device Number K BVEB0 CBO BVCE0 
Reference 
Source 

2Nl*8l 2.2 12. 60. 40. SP 

2N14S3 3.633 12. 60. 4o. CM 

2NI485 i 4». 1 12. 60. 4o. SP 

2N1486 5. 12 100. 55. SP 

2NI489 12.3 10. 60. 40. SP 

2N1490 12.3 10. too. 55. SP 

2NI564 .56 5. 80. 60. SP 

2NI565 .11 5. 80. 60. SP       | 

2N1566 .11 5. 80. 60. SP 

2NI596 .94 — — 100. DX 

| 2NI602 .40 ... .. 200. DX 

2NI6I3 .27 7. 75. 50. SP 

2N16I5 .553 8. 100. 100. CM 

2N1642 .13 30. 30. 6. DX 

2N1700 4.1*4 6. 60. 40. CM 

2N170I 4.5 6. 60. 40. SP 

2NI7H .36 7. 75. 50. SP 

2NI722 5*.5 10. 175. 80. BE 

2N1751 1.05 2.5    j 80. 80.     | CM 

2NI753 .039 .5   [ 30. 18. CM 

2NI772A .651 -- — 100. CM 

2N1776A      ! 1.58'? 1; -- 300. CM 

2NI777A C-G C-A 
2.0 .46 

" -- 400. DX 

2NI871A 1.1 -- -- 60. CM 

2N1890 .27 7. 100. 60. SP 

2N1893 .4 7. 120. 30. DX 

2N1916W 2.22 -- -- 400. CM 

2N20I5 26.462 10. 100. 

80.    | 

50. CM 

! 2N2035 >•*» 10. 60. CM 
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TABLE D-2 

TRANSISTOR EMP DATA (Continued) 

Device Muaber K BVftO 8VC80 BVCEO 

f 

Re?«rence 
Source 

2N2060 .21 7. 100. 60. SP 

2N2I02 .77 7. 120. 65. SP 

2N2156 .471 25. 45. 30. CM 

2N2218A .264 6. 75. 40. CM 

2N2219 3 5. 60. 30. SP 

2N2219A .264 6 75. 40. ca 

2N2222 .1 5. 60. 30. ox 

2N2222A .1 6. 75. 40. SP 

2N2223.A .21 7. 100. 60. SP 

2N2270 .5 7. 60. 45. SP 

2N23A6 3.2 -- — 100. ox 

2N2369A .03 4.5 40. 15. SP 

2N2417 .549 30.*   | 35.* -- CM 

2N2^32 .189 15. 30. 30. CM 

2N248I .099 5. 40. 15.     ! CM 

2N2509 .126 7. 125. 80. CM 

2N25I6 .209 8. 80. 60. CM 

2N2S63 .55 20. 100. 100. SP 

2N2646 .72 30.* 35.*   1 — SP 

2N2708 .018 3. 35. 20. CM 

2N2857 .018 2.5 30. 15. CM       j 

2N2S94.A .03 4. 
(4.5-2N2894/ 

12. 
) 

12. SP 

2N2904A .221 5. 60. 60. CM 

2N2905 .221 5. 60. 40. CM 

ZN2906 .044 5. 60. 40. DX 

2N2906A .221 5. 60. 60. CM 

2N2907.A • 1 5. 60. 40.(60.-A) DX 

2N2920 .04 6. 60. 60. DX 

0-18 



7ABLE 0-2 

TRANSISTOR ENP OATA (Continued) 

Device Number 

2*2996 

2N30U 

2N3050 

2N3053 

2N3054 

2N3055 

2N3H8 

2N3217 

2N3235 

2N3240 

2N325I 

2N3308 

2N338^* 

2N3^36 

2N3440 

2N3S85 

2N3708 

2N3777 

2N3785 

2N3819 

2N3823 

2N3902 

2N3907 

2N**037 

.01 

.02 

.01 

.721 

3.633 

20.084 

.53 

.126 

20. 

1.5 

.1^3 

.12 

.094 

.488 

1.75 

5.278 

.507 

2. 

.012 

.22 

.228 

43.35 

.165 

.045 

BV EBO 

.3 

5. 

5. 

5. 

7. 

7. 
4. 

15. 

7. 

8. 

5. 

3. 

7. 

6. 

6. 

8. 

.5 
t 

25. 

30. 

5. 
6. 

7. 

BV CBO 

15. 
40. 

25. 
60. 
or.. 

100. 

85. 

15. 

65. 
160. 

50. 

30. 

30/ 

50.' 

300. 

440. 

30. 

100. 

50. 

25. 
30. 

4C0. 

60. 

60. 

BV CEO 

10. 

20. 

20. 

40. 

60. 

70. 

60. 

10. 

55. 
160. 

40. 
25. 

250 

300 

30 

100 
12 

400. 

45. 

^0 

Reference 
Source 

SP 

CM 

CM 

CM 

CM 

CM 

SP 

CM 

SP 

SP 

CM 

SP 

CM 

CM 

SP 

CM 

CM 

SP 

SP 

CM 

CM 

CM 

CM 

CM 
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TABLE D-2 

TRANSISTOR FHP DATA (Concluded) 

Device Number 

1*75*97 1.9 

LN75633 j 2.3 

MISI733I 

TU82 21 

TIW7 J k.$ 
TIXMIOI .01 

SW30A2 

BV EBO BV CBO BV CEO 

5. 

6. 

.3 

20. 

80. 

15. 

20. 

60. 

7. 

Reference 
Source 

ox 

nx 

y 

DX 
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APPENDIX E 

GENERALIZED EQUIVALENT CIRCUITS 

1.  THEORY 

To make the cable analysis results readily applicable to subsystem 

assessment, it is often desirable to use a "Single Wire Equivalent Source" 

and "Black Box Driving Function." This is especially applicable for sub- 

circuit designers who do not have ready access to large scale computers 

and analysis codes. Figure E-l illustrates the equivalent circuit of a 

typical cable/circuit interface. Looking to the left at terminals b-b, 

the source/line system has a Thevenin equivalent circuit in which Z (f) 

is the frequency dependent impedance looking into terminals a-a when 

terminals b-b are open circuited and V is the open circuit voltage. 

a 
Zg(f) 

a b 

1 i 
c         c 

v(f)frv 

Figure E-l. Equivalent- Circuit of Cable/Circuit Interface 

E-l 



In general, the circuit to the left of b-b may be represented by a 

simple Thevenia circuit, the "Single Wir»» Equivalent Source", Where now 

Z (f) represents all other mutual or terminal Z*s (such as direct connec- 

tions to c-c, inductive and capacitive couplings to other pairs, shield to 

pair coupling, cracks in shielding, etc.) V - V(f) is the total open cir- 

cuit signal at b-b and may be a quite complicated function of frequency. 

Here the load elements to the right of b-b have been incorporated in a 

"black box" which represents the general circuit or component of ultimate 

interest. The "Black Box" as shown (a closed system) may contain active 

and passive devices and other sources, steady state or transient. How 

these are treated depends upon the ultimate analysis objective. At this 

level the problem has been treated as separable, i.e., the sources of EMP 

into b-b have been represented by Z (f) and V = V(£) which make up the 

"Black Box Driving Function." 

Z (f) might be estimated by analysis or measured. V  might be estimated 

by analysis, measured, ur postulated; tht latter is often the case. If 

postulated, it can be done in two forms: the frequency and the time 

domains. If postulated as a current waveform, then the Thevenin Equivalent 

goes over to a Norton Equivalent as shown in Figure E-2. 

Kf) 

b 

o 

Z(f) 

b 
o 

I(f 1  B .J 
OC 

zg(f> 

Figure E-2. Driving Source Equivalent Circuits 
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As it has been described above, single wire or single port Thevenin 

or Norton equivalent circuits can be determined for n-poit networks. 

Although in actuality, a k port equivalent (k<n) can be constructed for 

any linear excitation and coupling network. The other n-k ports are ter- 

minated in their (linear) assigned values. Figure E-3 shows an excited 

coupling network (for example an illuminated cable). 

Figure E-3, An Arbitrary Coupling and Excitation Network 

A k port Thevenin or Norton equivalent circuit can be defined within 

the dotted line. All ports within the dotted line are left connected to 

the appropriate terminations and the response of the network at any of the 

k ports can be determined for arbitrary (linear or nonlinear) terminations. 

Note that a common reference can be assigned for each of the k ports and 

so equivalent circuits of an excited cable can be found. When an equiva- 

lence of a linear active system is determined at a pair of terminals, it is 

accomplished by an application of Thevenin1s theorem which states that a 

linear network with sources may always be represented by a voltage source 

equal to the open circuit voltage of the network in series with the net- 

work with all of its independent sources removed. This is depicted in 

Figure E-4. 
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1 

+ 

LINEAR 
NETWORK 
WITH SOURCES 

V LINEAR 
PASSIVE 
NETWORK 

Na 
_ Nb 

LINEAR 
NETWORK WITH 
ALL INDEPEND- 
ENT SOURCES 
REMOVED 

N. 

<Sh 
V LINEAR 

PASSIVE      ! 
NETWORK 

Nb 

(b) 

Figure E-4.  (a) Original Network; (b) Thevenin Equivalent Circuit 

For an n terminal (plus a ground terminal) network the system may be 

diagrammed as shown in Figure E-5. 

If the network N. is removed, C(n + 1,2) = (n + 1) !/(2! (n -1)!) = 

n(n +l)/2 open circuit voltages may be measured on the network N .  How- 
a 

ever, C(n - 1,2) of these voltages involve differences on the other n 

voltages and are thus dependent.  For convenience the n uode-to-ground 

circuit voltages are chosen as the independent set. 
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LINEAR n TERMINAL 
NETWORK; WITH 
SOURCES 

N. 

LINEAR PASSIVE 
n TERMINAL 
NETWORK 

Figure E-5. N Terminal Networks N with Sources; N, Passive 

With all of the independent voltage sources removed from N , the 
a 

remaining network can be represented by an n x n nodal admittance matrix. 

The value of the matrix elements can be determined by applying a 1-volt 

source between the appropriate terminals while simultaneously shorting the 

uninvolved terminals. The resulting current is the value of the appropri- 

ate admittance entry. Refer to this matrix as Y , The nodal admittance 

matrix for N, will be referred to as Y, . Assume that the two sets of 
b b 

measurements indicated have beer. made. 

Now, return the sources to the network N , Apply voltages -v° to the 
a j 

terminals of N and the net voltage at each terminal will be zero.  If the 
a 

network N, is again attached, no currents will flow between N and N, .  If b ab 
the actual source generators are again turned off, the response is as if 

the set (-v°) were acting on terminations Z • Y   and Zt = Y,   connected j a   a      b   b 
in series. The response to the actual source voltages acting alone is 

just the negative of this response. Thus the network can be represented 

a. in Figure E-6, 

£-5 
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LINEAR 

n TERMINAL 
NETWORK 

Na 

WITH 
INDEPENDENT 
SOURCES 
REMOVED 

11 o o  
LINEAR 
PASSIVE 
n TERMINAL 
NETWORK 

Figure E-6. A Generalized n Terminal Thevenin Equivalent Circuit 

This general k port Thevenin Equivalent (or Norton Equivalent if 

desired) becomes a means whereby a large section of the total cable system 

problem can be reduced to only those variables directly applicable to 

further analysis or assessment.  Integrating this technique with other 

analysis techniques such as the common mode current approach will yield 

estimates of responses at connector pins to subsystems that will allow 

assessment of EM? damage and upset. 

2.   EXAMPLES 

A number of different types of equivalent circuits will be shown here 

representing cable source characteristics of several different cable con- 

figurations and EMP sources. All examples will be associated with the 

shielded cables shown in Figures E-7 and E-8. The EMP excitation of the 

cable based on the B-l common mode current will be specified by the par- 

ticular examples below and will consist of one of the circuits described 

E-6 
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Figure E-7. Controlled Lay Cable 

Figure E-8.  Uncontrolled Lay Cable 

E-7 
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in Figures E-9 through E-ll. The load terminations for the cables shown 

in Figures E-9 through E-ll range from 1 ohm to 10 K ohms in a random 

fashion. The source terminations for the cable in Figure E-10 are identical 

to the load terminations described above. The equivalent circuit examples 

below will be categorized as one-port Thevenin or Norton Equivalent k-port 

Norton Equivalent and k-port Admittance Network for future reference. 

a.  One Port Thevenin or Norton Equivalent 

(1) Norton Equivalent 

Considered here is the controlled lay cable of Figure E-7 ter- 

minated and driven as shown in Figure E-9. A one-port Norton equivalent 
18 is shown in Figure E-12 where Y • -~—rr and I < 3A peak for a 1 MHz ° n  S + .12     sc    r 

damped sine wave (See Figure E-9). 

The admittance Y has been synthesized to show the equivalent 

circuit in terms of circuit elements. The. operator S in the admittance 

expression represents the scaled complex frequency independent variable 

and is equal to . ~Ai = if where f is frequency in MHz and u is the n      2TT x 10°  J 

radian frequency in radians/second. 

(2) Thevenin Equivalent 

This example is a one port Thevenin equivalent for the uncon- 

trolled lay cable shown in Figure E-8. The cable is terminated and 

driven as shown in Figure E-9 except for the internal shields which are 

shorted to ground at the load end. The Thevenin circuit is shown in 

Figure E-13 where Zfc. » .53(St.l) and V < 10 V peak. 
tn oc 
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Figure E-12. Norton Equivalent Circuit 

Figure E-13. Thevenin Equivalent Circuit 
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(3) Internal Shields Left Open at Load End 

This case is identical to case (2) with the exception that the 

internal shields are left open at the load end. The Thevenin circuit is 

shown in Figure E-14 where Z . » ,83(S + .1) and V < 15 V peak. 
th oc 

Figure E-14. Thevenin Equivalent Circuit 

(4) Controlled Lay Cable 

The cable considered here is the controlled lay cable shown in 

Figure E-7 and terminated as shown in Figure E-10. Two equivalent cir- 

cuits were generated for this cable corresponding to two different source 

impedance values. For this case wire number 1 is selected representing 

a conductor with a 100 ohm source impedance. The equivalent circuit is 

shown in Figure E-15 where 

Y = 
n 

.58 (S + 2.3) 

(S + 4.7)2 + 162 

and I < 1 mA peak resulting from the shield drive, 
sc 
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Figure E-15. Norton Equivalent Circuit 

(5) Wire Number 15 Model 

The equivalent circuit that is shown in Figure E-16 represents 

the same cable configuration as in (4) except for the conductor chosen for 

modeling. This model is for wire number 15 which has a one ohm source 

termination. Here V  < ,1V 
oc    pk 

and ZfcU •-= .77(S + .17). 
tn 

U»H Uft 
-O WIRE #15 

•O SHI&U 

Figure E-16. Thevenin Equivalent Circuit 

All the single wire equivalent circuits shown in examples (1) 

through (3) represent any wire chosen in the cable accurately. But 

example circuits (4) and (5) are quite different. The first statement is 

true because all the conductors at the source were tied together and the 

cable was short. Any particular wire choren would see nearly the same 

impedance looking towards the source. The second statement now becomes 

evident by noticing the wire modeled in (4) has a 100 ohm source termina- 

tion and the wire modeled in (5) has a 1 ohm termination. 
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(6) Lay Cable 6.2 Meters Long 

The cables from which single port equivalents were generated 

above portrayed relatively simple impedance characteristics. For this 

example the same controlled lay cable as described in Figure E-7 but 

twice as long (6.2 meters) was considered. The EMP source and cable ter- 

mination configuration is shown in Figure E-9. The Thevenin equivalent 

is shown in Figure E-17 where 

V   8 V peak and oc 

'th 
iLi -1) Us +,9)2,t,i62] 

.35 [(S + .A6)2 + 8.62] 

Figure E-17. Thevenin Equivalent Circuit 
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v7) Controlled-Lay-Cable~Generated Equivalent Single Port Circuit 

The equivalent single port circuit shown in Figure E-18 has been 

generated from the controlled lay cable shown in Figure E-7. A s<;t of 100 

ohrti resistors was used to connect the source terminations to the common 

node current source as shown in Figure E-ll, The load terminations are 

identical to the previous examples. The circuit elements were synthesized 

from (S + 3.2)2 + 152 

th *    .46 (S + 1.6) 

and V   10 V 
oc 

peak. 

b.  K-Port Norton Equivalent 

A 3 port Norton Equivalent (Figure E-19) has been generated for 

the controlled lay cable shown in Figure E-7. The EMP source and termina- 

tions are defined by Figure E-9. 

3240 

0.35uH 

irrrL 

307pf 

'oc 

Figure E-18. Thevenin Equivalent Circuit 
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Figure. E-19. Norton Equivalent Circuit 

The Norton admittance in this case is depicted in matrix form as 

T    »194     ,063      .063 
S + .11    S + .11    s + .11 

.063     .194 -  .071 
S + .11    S + .11    S + .11 

.063 -  .071      .205 
S + .11    S + .11    S + .11 

_ 

and the Norton current (1 ) is defined in Vector form as sc 

M - [; 1 I Amps Peak 
6J 
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c.  K-Port Admittance Network 

A 2-port network with an input port and an output pore is shown 

in Figure E-20. The output port corresponds to a particular wire.  The 

input port corresponds to the source of the cable where the common mode 

current source would be connected.  Considering this as the controlled 

lay cable (Figure E-7) the model represents the passive cable configura- 

tion depicted in Figure E-9 with the current source (1^ .) and source 

impedance (RclT) removed, an 

Now 

in 

"out 

.54 .22 
S + .1 S + .1 

.22 2' 
. S + .1 s + .1 „ 

r in 

V out 
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